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Abstract 
 

 

Abstract 

 
Proteins and peptides play integral role in regulating key biological and biochemical processes 

within a living cell. Quite often function of a protein depends on the binding of small molecules 

or ligands to the active site of the protein. Microscopic understanding of ligand-protein 

interactions is important not only to understand the cellular process and but also to design 

proteins/peptides for drug delivery and other targeted applications. However, how ligands 

recognize the particular binding site or active site of the protein molecules and trigger the 

biological functions is not understood well. Experimental tools to probe biomolecular structure 

and function at microscopic level are limited, which makes the in-silico studies important. In 

this thesis I focus on the interactions of charged ligands, like anions with peptides of different 

functional proteins and cell penetrating cationic peptides. All-atom molecular dynamics 

simulations and quantum chemical calculations show that sequence dependent conformational 

preference of motif residues is crucial for anion recognition by anion binding CαNN motif in 

functional proteins. The studies further reveal that there is an intimate connection between 

coordination and conformational preferences of the motif residue. I also study condensation of 

counter-anion around cationic Tat peptide using all-atom molecular dynamics simulations. It 

is found that anion condensation influences the peptide conformation and absorption properties 

of the Tat peptide on the lipid bilayer surface. The condensation is maximum at an optimum 

anionic concentration in solution. Simplified statistical mechanics-based model study suggests 

that the maximum condensation at an optimum solvent condition is generically due to 

competition between attraction by the positive charged groups of the polypeptide and repulsion 

between the anions. Tat peptide in presence of anion is also found induced stress on the lipid 

bilayer surface that can facilitate the translocation of Tat peptide through bilayer. These studies 

will provide further insight to understand the cell penetrating and antimicrobial activity of Tat 

peptide in presence of anion, which is helpful for drug delivery and other biomedical 

applications. 
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Biomolecular structure and functions are integrally connected. Among the bio-

molecules, proteins play integral role in regulating key biological and biochemical processes 

within a living cell. At microscopic level, often function of protein depends on the interaction 

of ligands with it. Such interactions are important in DNA–protein complexes1, active transport 

of ions and other ligands2, structural equilibrium of deoxyhemoglobin3, competitive inhibition 

of triosephosphate isomerase4 and phosphoglycerate kinase5 and many more6-10. How ligands 

recognize the particular binding site or active site of the protein molecules and trigger the 

biological functions is not understood well. 

Microscopic understanding of ligand-protein interactions is important to design 

proteins/peptides for drug delivery and other targeted applications. Different ligand 

recognition motifs are found in the functionally important regions of protein structures. The 

control of the residue conformational preference is therefore important to trigger the biological 

functions and enzymatic activity of the protein. In some cases, specific protein motif also 

participates in the formation of the functional interface important for binding another protein. 

Understanding the structural and functional significance of such motif will help in protein 

engineering and modulating the protein-protein interaction related to the biological functions. 

The central to the potential pharmacologic application of antimicrobial peptides is the degree 

to which they differentiate, or may be engineered to differentiate between microbial targets 

and normal host cells11-13. Designing biomolecules with targeted function is a major endeavor 

in current day research with huge potential therapeutic applications14-19. Microscopic 

understanding of the ligand binding and cell penetrating activity of antimicrobial peptide will 

help to design potential antimicrobial peptides for therapeutical targets, drug delivery and other 

biomedical applications. Experimental tools to probe biomolecular structure and function at 
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microscopic level are limited. This leads one to use in-silico model to explore structure and 

function connections in variety of contexts. Molecular modeling and in-silico study of the 

peptide-ligand interactions will facilitate new opportunities and approaches to drug design and 

develop pharmacologic agents.  

In this thesis I focus on interactions of charged ligands, like anions with peptides of 

different functional proteins. I consider a couple of different cases to this end: (1) specific 

interactions of anions like sulphate and biphosphate with polypeptides having anion binding 

CαNN motif, and (2) influence of biphosphate on guanidium-rich human immunodeficiency 

virus type 1 (HIV-I) Tat polypeptide on antimicrobial activity. My primary objective is to 

provide in-silico insights to design polypeptides for specific applications.  

 

Anion binding motif in protein: 

 Three dimensional structures of proteins tend to be dominated by the classical 

structures of alpha helix (α-helix) and beta sheet (β-sheet). However, many other functional or 

hydrogen-bonded structural elements, termed as motifs, occur which form functional interfaces 

of protein. Protein motifs can be defined by their primary sequence or by the arrangement of 

secondary structure elements20-21. In zinc finger motif which is found in a widely varying 

family of DNA-binding proteins, the conserved cysteine and histidine residues coordinate with 

a zinc ion and this coordination is essential to stabilize the tertiary structure. Sequence motifs 

can often be recognized by simple inspection of the amino acid sequence of a protein, and 

when detected provide strong evidence for biochemical function. The second, equally common, 

use of the term motif refers to a set of contiguous secondary structure elements that either have 

a particular functional significance or define a portion of an independently folded domain21. 
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An example of such motif is the helix-turn-helix motif which is found in many DNA-binding 

proteins. Another motif called the EF hand motif is specific for calcium binding and is present 

in parvalbumin, calmodulin, troponin-C and thereby regulate cellular activities. The simplest 

motif involving β-strands, is adjacent anti-parallel strands joined by a loop, called the hairpin 

β-motif. These occur quite frequently in protein structure and are present in most anti-parallel 

β structures both as an isolated ribbon and as part of the more complex β-sheet.  

In last few years extensive structural studies based on the crystallography and NMR show 

different kinds of ligand-recognition motifs in proteins22-31. In order to trigger the anion–

protein interaction, usually proteins use short peptide-based motif(s) to recognize the anions 

which usually act as the hydrogen bond acceptors. An anion is held in a very limited space 

close to the NH direction of a peptide group and the strongly localized nature of the interaction 

imparts rigidity to the binding. There are patterns in the binary and ternary interactions 

involving various anions. It is found from the anion-bound (especially phosphate and sulphate 

ion) protein crystals that protein segments comprised of the main chain atoms along with the 

side chains constitute the functional interface towards recognizing the anions and in most of 

the cases such interactions are found to be dictated by the specific conformation of the protein 

backbone in the functional interface22, 24. Nest27-28 is a common three residue motif in proteins 

in which anionic or negatively charged atoms or groups bridge pairs of main chain NH atoms 

and this is common within larger motifs like the Schellman loop which participate in binding 

anionic groups such as phosphates and iron–sulphur centers. Another three to four residue 

motif is Niche32 that bind K+, Na+ or Ca2+ occur in some functional contexts in the cyclic 

peptides valinomycin and antamanide. In several enzymes which are allosterically activated 

by Na+ or K+; and in the calcium pump, a Niche is integrally involved in the ion transport. In 
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Nest main-chain NH groups form a potential anion-binding site which is characterized by the 

conformation of backbone dihedral angles of consecutive protein residues. Backbone 

conformation of adjacent residues helps to form an atom-sized cavity where the main chain 

NH groups pointing inwards, ideal for an anion-binding site (Figure 1.1(a))27. The first and 

third NH groups are well positioned for hydrogen bonding to an atom in the cavity generated, 

while the middle NH sometimes also does so, though it points more to the side. Nest is found 

to occur in the P-loops of nucleotide triphosphate-binding proteins and in the loops that bind 

[2Fe2S] or [4Fe4S] in iron-sulphur proteins. P-loop is the glycine-rich sequence that binds the 

triphosphates in a large superfamily of ATP and GTP-binding proteins.   

Several other anion recognition motifs in protein structures are reported in the 

literature22-30 based only on main chain atoms of either a three or four residue segment of the 

polypeptide chain. These motifs include: (1) a motif for the recognition of the free phosphate 

ion or sulphate; (2) a motif for the recognition of adenine, adenine-containing nucleotides, and 

some other nucleotides and nucleotide analogs; (3) the “structural P-loop” motif for the 

recognition of the phosphate group in nucleotides; and (4) the phosphate group binding “cup” 

in pyridoxal phosphate-dependent enzymes. Each of these motifs has been observed to occur 

in multiple families having different folds. It was found from the phosphate group binding cup 

in PLP-dependent enzymes with different folds21, 33, that the cup is partially formed by three 

structurally invariant main chain atoms. These invariant positions lie along a three residues 

segment. The first invariant position contains the alpha carbon atom (Cα) of the first amino 

acid residue of the segment, while the second and the third positions are formed by the 

backbone amide nitrogen atoms of the second and third amino acid residues of the segment 

(Figure 1.1(b)). This particular structural motif is termed as 'CαNN' motif 34. Unlike other 
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motifs, where the interaction with anion is mediated either via the positively charged side 

chains and/or via the main chain amides of the anion recognition motif of proteins28, 34-35, 

participation of the three main chain atoms (Ci-1, Ni, Ni+1) of the structurally invariant three 

consecutive residues at the functional interface6-8, 36 and especially the presence of Cα atom in 

the motif makes the ‘CαNN’ motif unique. This motif has also been observed to occur in 

multiple families having different folds like adenine-binding proteins, ATP-binding enzymes 

and further different families of ATP, NAD(P), FAD and CoA-binding proteins34.  

 

 

Figure 1.1: Main chain anion binding motif in protein: (a) Nest motif as found in β-bulge loop27 (b) CαNN motif 

as found in PLP34. 

 

 In PLP-dependent enzymes and other proteins, phosphate and sulphate groups are 

often bound near the amino terminus of positively charged α-helix and in the presence of 

several peptide NH groups that are free to hydrogen bond22, 37-40. Novel sulphate or phosphate 

binding structural ‘CαNN’ motif also found to present mostly in a loop region preceding an 

anchoring helix31, 34. It was found from the crystal structures that in most of the cases ligand 

atoms interacting with the motif are oxygen atoms derived from either phosphate or sulphate. 
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Although interactions of phosphate/sulphate with the motif occur solely through protein 

backbone atoms, the conservation of amino acid types in the motif sequence indicates that side 

chains may also have an important influence on conformation, specificity and/or the strength 

of the interactions. Bioinformatics studies suggest that the consensus sequence-pattern, for the 

CαNN motif is [Gly/Ser]-Xaa-[Thr/Ser] with right-handed βαα or βαβ conformation, where 

Xaa is any amino acid22, 34. The most frequently observed conformation for the CαNN motif is 

βαα followed in frequency by βαβ, indicates that phosphate often binds at the amino terminus 

of an α-helix. The second and the third amino acid residues of the βαα-tripeptide constitute the 

beginning of this anchoring α-helix, whereas the first position of the βαα-tripeptide 

corresponds to the N-cap residue41. Previous biophysical studies on the CαNN motif appended 

at the N-terminal of a model helical peptide indicate that the motif segment recognizes the 

anions (both sulphate and phosphate ions) through local interaction via context free 

environment and the presence of polar residues enhances the anion recognition42-44. 

Interestingly, several features are shared by the anion binding CαNN motif, structural P-

loop and Nest motifs, like involvement of main chain interactions with the ligand, preference 

of amino acid residues in the motif, and special conformational properties of the motif residues. 

The detailed understanding of the microscopic basis of anion recognition and influence of 

anionic sulphate/phosphate in the stability and conformation of the different peptide segments 

in the anion-binding motifs is lacking yet.  

In this thesis I consider sulphate and biphosphate interaction with CαNN motif. I carry out 

classical all-atom Molecular Dynamics (MD) simulation to understand microscopic basis of 

interactions of anionic sulphate and biphosphate with CαNN motif in functional proteins, as 

discussed in chapter 2. MD simulation study shows that anion induced conformational 
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preference of CαNN motif residues are sequence specific. For a given peptide sequence, the 

conformational preferences of the residues are dependent on the nature of the anion as well. 

The residues showing no shift in conformational preferences by the anion are responsible for 

anion recognition, which are mostly polar and basic residues.  

The charged species tend to polarize the neutral atoms which cannot be taken into classical 

force field calculations. This leads us to perform quantum chemical calculations on this system 

as reported in chapter 3. Quantum chemical calculation reveals that stability of anion bound 

CαNN motif is governed by the coordination of motif atoms with oxygen atoms of anion. An 

intimate connection between coordination and conformational preferences of the motif 

residues is also established. The residues which do not undergo conformational switch in 

presence of anion are found to coordinate with the anion at lowest energy.  

CαNN motif containing residues are functionally important, typically part of a substrate, 

cofactor or protein-binding site. Conserved residues in this motif can also recognize and 

interact with the phosphate group of a DNA nucleotide. In functional region of proteins, CαNN 

motif is also found to interact with one or several phosphate groups that belong to a biologically 

important ligand such as FAD, NAD, FMN, ATP, PLP and control the enzymatic activity34. 

These studies may also be relevant to protein engineering, anion reception, sensing and binding 

to ligand or DNA to control the enzymatic activity and biological functions.  
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Influence of anion on cationic antimicrobial peptide: 

Another class of peptides whose functions are based on electrostatic interactions is the 

antimicrobial peptides (AMP) which act as host defense effector molecules found in all 

organisms. They display remarkable structural and functional diversity45. Most AMPs have the 

ability to kill microbial pathogens directly, whereas others act indirectly by modulating the 

host defense systems. AMPs are evolutionary conserved in the genome. In higher organisms, 

AMPs constitute important components of the innate immunity, protecting the host against 

infections14-15. In contrast, bacteria produce AMPs in order to kill other bacteria competing for 

the same ecological niche16. The AMPs differ widely in sequence and source46-48. Currently, 

more than 2,000 AMPs have been reported in antimicrobial peptide database47-48.  

Most AMPs are relatively short, commonly consisting of 10–50 amino acids, display 

an overall positive charge, and contain a substantial proportion (typically 50%) of hydrophobic 

residues11, 17, 49. The AMPs are classified as those that are enriched in one or more amino acid 

residues e.g., proline-arginine or tryptophan-rich50. AMPs are also classified based on their 

secondary structure into α-helical, β-sheet, or peptides with extended/random coil structure12, 

49, 51 (Figure 1.2). The α-helical and β-sheet peptides are two largest groups, whereas the α-

helical antimicrobial peptides are abundant in the extracellular fluids of insects and frogs and 

frequently exist as extended or unstructured conformers in solution. However, many of these 

peptides become helical upon interaction with amphipathic phospholipid membranes52. Two 

of the most studied α-helical AMPs are LL-3749, 53 and human lactoferricin54 (Figure 1.2).  
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Figure 1.2: Secondary structural conformation of AMPs: LL-37 and human lactoferricin having α-helical 

peptides, human β-defensin1 with β-sheet peptides, and indolocidin with extended/random-coil structures. 

Structures are from Protein Data Bank55 (PDB id: 2k6o, 1z6v, 1kj5, and 1g89 respectively). 

 

The beta-sheet peptides represent a highly diverse group of molecules at the level of primary 

structure56. β-sheet peptides are stabilized by disulphide bonds57 and are organized to create an 

amphipathic molecule11. Due to their rigid structure, the β-sheet peptides are more ordered in 

aqueous solution and do not undergo as drastic conformational change as helical peptides upon 

membrane interaction11. The best studied β-sheet AMPs are the defensins, which are produced 

as inactive precursors in neutrophils, macrophages, and epithelial cells49, 58. Less is known 

about the structures adopted by the proline-arginine rich and tryptophan-rich peptides. 

Nearly all antimicrobial peptides form amphipathic structures upon interaction with 

target membranes11. Interaction with the membrane is a key factor for the direct antimicrobial 

activity of AMPs, both when the membrane itself is targeted and when an intra cellular target 

must be reached by means of translocation12-13, 18, 59. Amphipathicity can be achieved via a 
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multitude of protein conformations; however, one of the simplest and perhaps most elegant is 

the amphipathic helix52. For β-sheet amphipathicity is characterized by a variable number of 

β-strands, with relatively few or no helical domains, organized to create both polar and non-

polar surfaces60.  

Most of the reported AMPs are cationic, and only a few of them are anionic47-48, 61. The 

cationic AMPs often contain domains rich in basic residues like Arg and His at normal pH. 

Electrostatic interactions between the cationic AMPs and the negatively charged bacterial 

surface are critical for the interaction between peptides and microbial membrane11, 13, 18-19. The 

cytoplasmic membranes of both Gram-positive and Gram-negative bacteria are rich in the 

phospholipids, phosphatidylglycerol, cardiolipin, and phosphatidylserine, which have 

negatively charged anionic head groups, highly attractive for positively charged AMPs11, 13, 62. 

In contrast to bacteria, the cytoplasmic membrane of mammalian cells is rich in the zwitterionic 

phospholipids, phosphatidylethanolamine, phosphatidylcholine, and sphingomyelin, providing 

a membrane with a neutral net charge11, 62. Therefore, interactions between AMPs and 

mammalian cell membrane occur mainly via hydrophobic interactions, which are relatively 

weak compared to the electrostatic interactions taking place between AMPs and bacterial 

membranes. This fundamental difference between microbial and mammalian membranes 

protects mammalian cells against AMPs and enables selective action of these peptides11. 

Previous studies indicate that antimicrobial peptides not only interact with biomembranes of 

specific composition and asymmetry but may also promote remodeling of these membrane 

properties within target cells. These structure-activity themes of antimicrobial peptides are 

consistent with their likely roles in antimicrobial host defense11. The central to the potential 
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pharmacologic application of antimicrobial peptides is the degree to which they differentiate, 

or may be engineered to differentiate, between microbial targets and normal host cells.  

In last few years Arg-rich cationic peptides have drawn considerable interest due to 

their importance in immunological response to human immunodeficiency virus (HIV). Studies 

show that a small highly charged Arg-rich region of the HIV-1 Tat protein is capable of 

translocating cargoes of different molecular sizes, such as proteins, DNA, RNA, or drugs, 

across the cell membrane in an apparently energy independent manner. Such peptides are 

known to translocate through biological membranes quite fast. Arg-rich peptides quiet often 

act as anions scavengers which reduces the charge of the peptide. This results in the partitioning 

of peptides in the cell membrane which affect the immunological response significantly63. 

Arginine, which provides electrostatic interactions in addition to hydrogen bond donors to 

interact with anionic species, is the most prevalent amino acid present in naturally occurring 

enzymes. It is found that two-thirds of all known enzymes either act on anionic substrates or 

require anionic coenzymes64. The arginine side chains have been implicated in the mechanism 

of opening and closing voltage sensitive ion channels in response to transmembrane 

potentials65-66. Pore formation in lipid bilayer by amphiphilic guanidinium-rich polycations are 

cation rather than anion selective67-71. Many examples for anion binding by mono-, oligo-, and 

polymeric guanidinium cations have been reported72-78. An example for anion binding by 

guanidinium-rich supramolecular polymers is phosphate scavenging by bilayer membranes 

composed of guanidinium amphiphiles79.  

Charge neutralization increases the lipophilicity of guanidinium oligo/polymers. It is 

proposed that translocation behavior of oligo- and polyarginines in bilayer membranes, which 

is termed as “arginine magic” may originate from counter anion scavenging63, 67-71. Significant 
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efforts are being employed to use the guanidinium-rich polypetides as drug carriers80-85. It is 

reported that anion-mediated variability of charge and solubility makes guanidinium-rich 

oligo/polymers adaptable to many environments63. Poly- and hexa-arginine are found to phase 

transferred from water into chloroform in the presence of amphiphilic anions such as 

monomeric sodium dodecyl sulphate (SDS), egg yolk phosphati-dylglycerol (EYPG), 

cholesterol sulphate, pyrenebutyrate, and stearate63. Refined combinations of hydrophilic 

anions, like phosphate, trifluoroacetic acid (TFA), heparin inhibited phase transfer of 5(6)-

carboxyfluorescein (CF)-polyarginine complexes into and across chloroform and across lipid 

bilayer membranes. Binary anion cocktails are found to activate polyarginine as a carrier in 

bulk chloroform membranes63. The activities of polyarginine in bulk and lipid membranes in 

presence of counter anion therefore suggest the biological significance of anion-mediated 

adaptability of the solubility of guanidinium-rich oligo/polymers. Due to the presence of 

multiple guanidinium cations in arginine rich HIV-1 Tat peptide, it can act as anion scavenger 

with antimicrobial activity. 

 The charged domains of the peptide interact with the hydrophilic head groups of the 

phospholipids, while the hydrophobic domains of the peptide interact with the hydrophobic 

core of the lipid bilayer, there by driving the AMP deeper into the membrane62. Several models 

have been proposed describing the next events occurring at the bacterial cytoplasmic 

membrane, which ultimately lead to membrane permeabilization and translocation51, 61. Further 

study of the mechanisms employed by antimicrobial peptides will significantly improve our 

understanding of how these molecules act to defend against infection. As well as it will 

facilitate new opportunities and approaches to discover and develop pharmacologic agents that 

enhances or optimize immune mechanisms and suppress the ability of pathogens to subvert 
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these mechanisms. Besides antimicrobial function, AMPs also serve as drug delivery vectors, 

antitumor agents, mitogenic agents, contraceptive agents, and signaling molecules in signal 

transduction pathways. Certain large hydrophilic drugs cannot easily penetrate through the cell 

membrane barriers. In such cases, AMPs with efficient membrane translocating property, 

which could enter the cells without causing damage to the membranes, were used as drug 

delivery vectors. The main feature of AMPs to serve as delivery vector is that they should be 

able to penetrate the cell membrane at very low concentrations (micro molar) without any 

specific receptors and capable of efficiently delivering electrostatically or covalently bound 

biologically active cargoes such as drugs into the cell interior.  

This thesis reports the condensation of anionic biphosphate around HIV-1 Tat peptide 

using all-atom Molecular Dynamics (MD) simulation and model Monte Carlo simulation as 

discussed in chapter 4. The all-atom MD simulations reveal that anion condensed primarily 

around guanidinium group of arginine and there is an optimum concentration of biphosphate 

ions in solution where the condensation is maximum, while the solvent exposed area is the 

minimum. Anion condensation is also found to influence the α-helical character of the peptide 

residues. The model Monte Carlo Simulation supports the non-monotonic dependence of anion 

condensation.   

MD simulations of peptide-lipid bilayer system in chapter 5 reveal that anion can influence 

the absorption properties of the Tat peptide on the lipid bilayer surface. In absence of anion 

arginine rich positively charged peptide is absorbed on the negatively charged bilayer surface 

without changing the overall structural properties of lipid bilayer. Condensation of anion 

around basic arginine and lysine residues of peptide alters the absorption properties of the Tat 

peptide on the bilayer surface. Alteration of absorption property is associated with the induced 
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stress on the bilayer surface that leads to uneven thickness adaptation of the lipid bilayer. This 

study point to stress induced facilitation of the translocation of Tat in bilayer. My studies on 

Tat peptides in presence of anion in solvent and biomembrane may facilitate new opportunities 

and approaches to develop pharmacologic agents by controlling interactions and hydrophilicity 

of charged polypeptides. This will further help to design potential antimicrobial peptides for 

drug delivery and other biomedical applications.  

Thesis is organized as follows. Chapter 2 describes all-atom simulation on anion bound 

CαNN motif in functional proteins. Chapter 3 describes quantum chemical studies on anion 

binding and specificity to CαNN motif. Chapter 4 reports the condensation of anionic 

biphosphate around cationic HIV-1 Tat peptide using all-atom simulation and model Monte 

Carlo simulation. Chapter 5 describes all-atom simulations of Tat peptide-lipid bilayer system 

in presence and absence of anion. Overall conclusions and future perspective of the thesis are 

summarized in Chapter 6. 
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2.1 Introduction:  

Proteins play an integral role in regulating key biological and biochemical processes 

within a living cell. Quite often functions of proteins depend on their interaction with ligands, 

including small molecules, ions, peptides and so on. Such interactions pertain a pivotal role in 

DNA–protein interaction1, active transport of phosphate2, structural equilibrium of de-

oxyhemoglobin3, competitive inhibition of triosephosphate isomerase4 and phosphoglycerate 

kinase5 and many more6-10. How these small molecules or ligands and ions recognize the 

particular binding site or active site of the protein molecules and trigger the biological 

functions is not understood well. 

The molecular structures revealed by X-ray crystallography and NMR often show 

various ligand-recognition motifs in proteins11-24. Among the motifs found in different proteins 

involved in ion binding, some are specific to cation binding21, 23-24  while some other recognize 

anions11, 17, 20, 22. It was found that anion binding motifs in proteins are typically conserved in 

sequence and conformation14, 17, 20. Crystal structure based studies have shown that such motifs 

often occur in loop regions preceding a helix and interaction with the anions can induce their 

well-defined conformations. Detailed bioinformatics studies11, with a number of proteins show 

that among the anion binding motifs, the CαNN motif, comprised of backbone 𝐶𝑖−1
𝛼 ( Cα) , Ni 

(N1) and Ni+1 (N2) atoms of three successive residues for recognising anions, like sulphate 

(SO4
2-) and phosphate (PO4

3-), are present in functional interface11. Amino acid analysis on 

these proteins using the fold classification based on structure-structure alignment of proteins 

(FSSP database)25 indicates preferences of residue type in the motif (Table 2.1).  
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Table 2.1: Percentage of occurrence of different amino acids in Cα, N1 and N2 position of CαNN motif according 

to FSSP database11 

Amino Acid as 

one letter code 

% in 1st position % in 2nd 

position 

% in 3rd position 

A 9.8 9.8 3.9 

C - 1.9 1.9 

D - 11.7 5.8 

E - 5.8 5.8 

F - 3.9 - 

G 41.1 17.6 11.7 

H 1.9 - 5.8 

I 1.9 5.8 - 

K 3.9 11.7 3.9 

L 5.8 5.8 3.9 

M 1.9 - 1.9 

N 3.9 1.9 1.9 

P - - - 

Q 3.9 3.9 3.9 

R - 7.8 - 

S 25.4 - 17.6 

T - 3.9 19.6 

V - 3.9 5.8 

W - 1.9 1.9 

Y - 1.9 5.8 

 

The occurrence of Glycine (G) and Serine (S) as the first residue of CαNN motif is high 

(41% and 25% respectively). There is preference for hydrophobic residue (51%) at the middle 

site. The third position is either a polar residue (50%) with mostly S (18%) and Threonine (T, 

20%) or a hydrophobic (32%) residue. The motif residues further show structural preferences26-

27 (see Appendix A2.1 for details). The first amino acid of the three residues sequence usually 

adopts beta (β) conformation, while the second and the third residue adopt alpha (α) 
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conformation. According to the crystal structure the geometry of CαNN motif bound to 

sulphate11, out of four oxygen atoms (O) of anion (sulphate), two participate in interaction with 

the motif. One O atom concurrently interacts with the Cα and N1, while the other interacts only 

with N211. It is further reported that if the first residue is serine, side chain oxygen atom at the 

gamma position (OG) of serine forms hydrogen bond with oxygen atom of the anion11.  

Recent biophysical and computational studies on the CαNN motif appended at the N-

terminal of a model helical peptide indicate that the motif segment recognizes the anions (both 

sulphate and the phosphate ions) through local interaction via context free environment and 

the presence of polar residues enhances the anion recognition28-31. The CαNN motif residues in 

functional proteins are also having large proportion of polar residues, although the motif 

sequences are quite diverse. Moreover, they are impregnated in polypeptides with variety of 

secondary structures. Several aspects of anion recognition by the CαNN motif in functional 

proteins, like the role played by the polar residues, sequence variability, anion specificity and 

the solvent distribution around the motif atoms, are not understood very well. 

Using the all-atom molecular dynamic (MD) simulations32-36 (see Appendix A2.2 for 

details) I study the CαNN motif containing polypeptides from known crystal structure of 

several functional proteins at neutral pH condition. In choosing the relevant polypeptide, the 

succeeding and the preceding structural elements are retained. At physiological pH, the 

phosphate (PO4
3-) is mostly available in dibasic (HPO4

2-) form. So HPO4
2- are considered 

instead of PO4
3- in the model system12. Each polypeptide is simulated both in presence and 

absence of anionic sulphate and biphosphate. The simulations show that the conformations 

both with and without anions are similar in some motif residues, mostly polar and basic; while 

there are shifts in conformational preferences in the two cases for most other residues. The 



Chapter 2 

30 | P a g e  
 

anion induced conformations depend strongly on the sequence and the type of anion, but not 

so sensitive to the presence of water molecules in the vicinity of the motif atoms and the 

flanking residues containing the motif. 

In this chapter, I have discussed material & methods in section 2.2, results and 

discussions in section 2.3 and conclusion in section 2.4. 

 

2.2 Material & Methods:  

2.2.1 Systems for study: 

The model systems are chosen considering the relevant polypeptide having CαNN motif 

in functional proteins and retain the succeeding and the preceding structural elements of the 

motif. Table 2.2 shows polypeptide sequences containing CαNN motif of functional proteins 

with known X-ray crystallographic structures at neutral pH (=7.0) which have been studied in 

this work. I have named the sequences as per one letter code of the constituent motif residues. 

The proteins are: (1) Rhesus rotavirus VP4, (PDB ID: 1KQR37) which acts as antigenic epitope 

corresponding to SQT fragment; (2) Pyridoxal 5’-phosphate (PLP) dependent enzyme 1-

Aminocyclopropane-1-carboxylate deaminase, (PDB ID: 1F2D38) involved in transamination 

reactions, corresponding to SNQ fragment; (3) Extracellular domain of growth hormone 

receptor (PDB ID: 1AXI39), corresponding to GIH fragment; (4) Polynucleotide phosphorylase, 

(PDB ID: 1E3H40]), a polyribonucleotide nucleotidyl transferase involved in degrading 

prokaryotic mRNA, corresponding to LYD fragment;  and (5) Dihydrofolate reductases (PDB 

ID: 1VDR41), a halo-phillic protein, corresponding to SRS fragment. I studied each polypeptide 

both by removing the anion (denoted by WOS and WOP for sulphate and biphosphate 

respectively) and retaining the anion (denoted by WS and WP for sulphate and biphosphate 
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respectively). At physiological pH, the phosphate (PO4
3-) is mostly available in dibasic (HPO4

2-) 

form. So, I consider HPO4
2- instead of PO4

3- in my study.    

Table 2.2: Simulated polypeptides having tri residue segment motif 

 

Serial 

no 

 

PDB 

Ids 

 

Polypeptide 

 

Motif 

 

Simulation Box 

size (nm) 

 

1 

 

1KQR 

 

T124 to K145 

 

SQT fragment: 

S134(Cα)Q135(N1)T136(N2) 

 

5.78 

 

2 

 

1F2D 

 

H69 to G92 

 

SNQ fragment: 

S78(Cα)N79(N1)Q80(N2) 

 

5.24 

 

3 

 

1AXI 

 

L141 to R156 

 

GIH fragment: 

G148(Cα)I149(N1)H150(N2) 

 

4.98 

 

4 

 

1E3H 

 

I124 to A148 

 

LYD fragment: 

L132(Cα)Y133(N1)D134(N2) 

 

5.58 

 

5 

 

1VDR 

 

D54 to V82 

 

SRS fragment: 

S65(Cα)R66(N1)S67(N2) 

 

5.01 

 

2.2.2 Molecular Dynamic (MD) Simulation: 

The polypeptide is kept in a cubic box (box lengths for different cases given in Table 

2.2) and placed at least 10 Å from the box edge and the box is filled with TIP3P water for 

solvation of the peptide. The hydrogen atoms are taken to be united atoms with Cα, N, C, O, 

OG atoms. I add required numbers of Na+ and Cl- ions for neutralizing the charged system. The 

resulting structure is relaxed through energy minimization. The energy minimized structure is 

subject to MD simulations32-36 (see Appendix A2.2 for details). I use GROningen MAchine for 

Chemical Simulations (GROMACS) 4.6.742-43 tool and Amber99ILDN force field44 for 

simulation. The systems are equilibrated in two phases- (i) NVT equilibration and (ii) NPT 

equilibration. The system is equilibrated at the desired temperature (300 K) and pressure (1 
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Bar) using the periodic boundary conditions with 1 femto-second time step. I use the particle-

mesh Ewald method for treating the long ranged electrostatic interactions. I check the 

equilibration from the saturation of root-mean-square deviation (RMSD) of peptide segments 

considering only backbone heavy atoms. The trajectories are visualized with visual molecular 

dynamics (VMD)45.  

2.2.3 Trajectory analysis: 

The following analysis are performed using the equilibrated portion of the trajectories 

as confirmed from the RMSD of the peptide segments with respect to its initial energy 

minimized structure: 

ϕ-ψ correlation plot: The correlation plots are generated for the backbone torsion angles (ϕ 

and ψ) for the residues of CαNN motif from the equilibrated trajectory both in presence and 

absence of sulphate and biphosphate. I also calculate the relative frequency of occurrence of 

different secondary structural elements like β strand, right handed alpha helix (RH), left-

handed alpha helix (LH) and random coil (C). 

Distance distribution: The distances between sulphur (S) of sulphate and phosphorus (P) of 

biphosphate and Cα, N1 and N2 atom of CαNN motif are calculated from simulated trajectories. 

Then the frequency distributions of distances between S of sulphate or P of biphosphate and 

Cα, N1 and N2 atoms of this motif respectively of each polypeptide over the equilibrated 

trajectory are calculated, using bins with size 0.5 Å. 

Water distribution around motif residues: The radial distribution functions g(r)33 of the oxygen 

atom of water around the Cα, N1 and N2 atoms are calculated. The radial distribution function 

g(r) is defined as: g(r)= <ΔN(r)>/(4πNρΔr), where <ΔN(r)> is the number of oxygen atom of 
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water molecules averaged over time, within a distance r±Δr/2 from the atom of interest, ρ is 

the density of water and N is the total number of water molecules within the system. 

Conformational thermodynamics: Conformational thermodynamics of the peptide-anion 

interaction are extracted by the histogram based method (HBM) using the dihedral angle 

distributions of peptide fragment (see Appendix A2.3 for details)46-48. The equilibrium 

conformational free energy cost associated with any peptide dihedral angle θ in the sulphate 

bound state as compared to the biphosphate bound state is defined as 𝛥𝐺𝑐𝑜𝑛𝑓(𝜃) =

−𝑘𝐵𝑇ln[𝐻𝑠
max(𝜃)/𝐻𝑝

max(𝜃), where 𝐻𝑠(𝜃) and 𝐻𝑝(𝜃) is the distribution of dihedral angle θ  in 

sulphate and biphosphate bound state respectively and the ‘max’ superscript denotes the peak 

values of the histograms. On the other side the conformational entropy for a particular dihedral 

can be defined by the Gibbs entropy formula as 𝑆𝑐𝑜𝑛𝑓(𝜃) = −𝑘𝐵 ∑ 𝐻𝑖𝑖 (𝜃)ln𝐻𝑖(𝜃), where the 

sum is taken over the histogram bins. The conformational entropy change for the dihedral can 

be obtained from the given expression 𝛥𝑆𝑐𝑜𝑛𝑓(𝜃) = 𝑆𝑠
𝑐𝑜𝑛𝑓

(𝜃) − 𝑆𝑝
𝑐𝑜𝑛𝑓

(𝜃) . The 

conformational free energy and entropy cost for the individual peptide residues can be obtained 

by taking the sum of the contribution of free energy and entropy of each dihedral angles of that 

residue.  
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2.3 Results & Discussions: 

The CαNN motif containing sulphate and biphosphate bound polypeptide fragments 

used in this study are shown in Figures 2.1(a)-(e). In case of SQT fragment the entire 

polypeptide containing the polar motif residues Serine (S134), Glutamine (Q135), Threonine 

(T136) is a loop (Figure 2.1(a)). In SNQ fragment motif residues S78, Asparagine (N79), Q80 

are polar as well and the N-terminal flanking residues of the polypeptide in this structure form 

a loop, while the C-terminal flanking residues form a helix (Figure 2.1(b)). In GIH fragment 

none of the motif residues Glycine (G148), Isoleucine (I149), Histidine (H150) are polar and 

the entire polypeptide containing the motif is a loop (Figure 2.1(c)). In LYD fragment the motif 

residues are Leucine (L132), Tyrosine (Y133), Aspartic acid (D134) where the middle residue 

is polar. In this case the N-terminal flanking residues form loop, while those in C-terminal 

form a helix (Figure 2.1(d)). In SRS fragment the biphosphate binding motif residues are S65, 

Arginine (R66), S67 belonging to a loop, the middle residue being basic and the rest two polar 

(Figure 2.1(e)). 

Equilibrations of the polypeptide systems both with and without the anion are ensured 

from the root-mean-square deviation (RMSD) plots, shown for all the cases both with and 

without anions in Figures 2.2(a)-(k). The saturation of the RMSD is highly system dependent 

and typically faster in the presence of the anions. The equilibrated regions of trajectories for 

each polypeptide are considered for detailed analysis. 
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Figure 2.1: Crystal structure of polypeptide containing: (a) SQT fragment (PDB ID: 1KQR), (b) SNQ fragment 

(PDB ID: 1F2D), (c) GIH fragment (PDB ID: 1AXI), (d) LYD fragment (PDB ID: 1E3H) and (e) SRS fragment 

(PDB ID: 1VDR), where the residues of the motif are shown in “stick” (orange) representation. 
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Figure 2.2: RMSD versus time plots of the peptide fragment: (a) and (b) for SQT fragment in WS and WOS 

respectively, (c) and (d) for SNQ fragment in WS and WOS respectively, (e) and (f) for GIH fragment in WS and 

WOS respectively, (g) and (h) for LYD fragment in WS and WOS respectively, (i) and (j) for SRS fragment in 

WP and WOP respectively and (k) for LYD fragment in WP. 
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2.3.1 Anion induced conformational preferences of the motif residues: 

Conformational preferences of the motif residues are analyzed based on correlation 

plots between the backbone torsion angles (ϕ and ψ) of motif residues over the simulated 

equilibrated trajectory in terms of secondary structural elements, like right handed helix (RH), 

left handed helix (LH), beta (β) and random coil (C) conformation. In absence and presence of 

anion the correlation plots of the torsion angles for motif residues in SQT, SNQ, GIH, LYD 

and SRS fragments are shown in Figure 2.3-2.7.   

 

 

Figure 2.3: The ϕ-ψ correlation plots of the residues in SQT fragment: S134 in (a) WOS and (b) WS conditions; 

Q135 in (c) WOS and (d) WS conditions; and T136 in (e) WOS and (f) WS conditions. 
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Figure 2.4: The ϕ-ψ correlation plots of the residues in SNQ fragment: S78 in (a) WOS and (b) WS conditions; 

N79 in (c) WOS and (d) WS conditions; and Q80 in (e) WOS and (f) WS conditions. 

 

 

Figure 2.5: The ϕ-ψ correlation plots of the residues in GIH fragment: G148 in (a) WOS and (b) WS conditions; 

I149 in (c) WOS and (d) WS conditions; and H150 in (e) WOS and (f) WS conditions. 
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Figure 2.6: The ϕ-ψ correlation plots of the residues in LYD fragment: L132 in (a) WOS and (b) WS conditions; 

Y133 in (c) WOS and (d) WS conditions; and D134 in (e) WOS and (f) WS conditions. 

 

 

Figure 2.7: The ϕ-ψ correlation plots of the residues in SRS fragment: S65 in (a) WOP and (b) WP conditions; 

R66 in (c) WOP and (d) WP conditions; and S67 in (e) WOP and (f) WP conditions. 
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Using the ϕ-ψ correlation plot of motif residues in each peptide fragment, the percentages of 

different secondary structural elements of the motif residues are calculated in the equilibrated 

trajectory in presence and absence of anion. The detailed secondary structural preference of 

motif residues in different peptide fragment in absence and presence of sulphate and 

biphosphate are tabulated in Table 2.3 and Table 2.4, respectively. Secondary structural 

conformation of motif residues in different peptide fragments as found in their crystal structure 

along with the values of ϕ and ψ are also shown in the tables.  

 The case of SQT is discussed in details below. In crystal structure (1KQR) S134 shows 

β conformation, whereas both Q135 and T136 have RH conformation. The preference for 

conformation of S fluctuates between RH, β and C in WOS condition ((Figure 2.3(a)). The 

percentages of occurrences of these structures over the entire trajectory (Table 2.3) show that 

the major WOS conformation is RH (60%), despite having substantial conformational 

flexibility. However, the correlation plot shows that S in SQT for WS is in RH conformation 

(Figure 2.3(b)) over entire trajectory. The WS conformation is in agreement to the crystal 

structure data. Thus, the major WOS conformation is stabilized by the sulphate in WS state, 

indicating similar conformational preferences in both cases. I find that Q switches between RH 

and β conformations with RH having slightly higher preference to β (Table 2.3) in the WOS 

case (Figure 2.3(c)) and is in RH conformation in WS (Figure 2.3(d)). Here again there is no 

shift in conformational preference. On the other hand, T has propensities for both RH (60%) 

and β (40%) conformations (Figure 2.3(e)) in WOS condition and is in primarily β 

conformation (Figure 2.3(f)) in WS condition. In contrast to the first two motif residues, the 

minor conformation in WOS is stabilized by the sulphate so that there is a shift in 

conformational preference. 
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Table 2.3: The secondary structural elements of the motif residues in crystal structure and simulated structure for 

WOS, WS and sulphate replaced by biphosphate (RP) cases. (“-” indicates no occurrence at that particular position)  
 

 

PDB Ids 

 

Residues 

 

System 

 

RH 

 

β 

 

LH 

 

C 

 

Crystal 

Structure (ϕ, ψ) 

 

SQT 

fragment 

(1KQR) 

 

S 

(Polar) 

WOS 60 30 - 10  

β 

(-71.9, 134.7) 
WS 100 - - - 

RP 79 21 - - 

 

Q 

(Polar) 

WOS 55 45 - -  

RH 

(-74.6, -29.1) 
WS 100 - - - 

RP 51 49 - - 

 

T 

(Polar) 

WOS 60 40 - -  

RH 

(-124.7, -16.2) 
WS 3 97 - - 

RP 95 5 - - 

 

SNQ 

fragment 

(1F2D) 

 

S 

(Polar) 

WOS 47 53 - -  

β 

(-61.5, 144.7) 
WS - 100 - - 

RP - 100 - - 

 

N 

(Polar) 

WOS 91 9 - -  

RH 

(-90.9, -48.2) 
WS 100 - - - 

RP 99 - - 1 

 

Q 

(Polar) 

WOS 73 27 - -  

RH 

(-50.3, -47.6) 
WS 100 - - - 

RP 100 - - - 

 

GIH 

fragment 

(1AXI) 

 

G 

(Hydrophobic)  

WOS 20 15 27 38  

β 

(-66.4, 157.7) 
WS 100 - - - 

RP 21 31 19 29 

 

I 

(Hydrophobic)  

WOS 23 77 - -  

RH 

(-87.6, - 19.9) 
WS 100 - - - 

RP 27 73 - - 

 

H 

(Basic) 

WOS - 100 - -  

β 

(-117, 163.8) 
WS - 100 - - 

RP 21 26 19 34 

 

LYD 

fragment 

(1E3H) 

 

L 

(Hydrophobic) 

WOS 45 55 - -  

β 

(-107.2, 119.3) 
WS - 100 - - 

RP 100 - - - 

 

Y 

(Polar) 

WOS 100 - - -  

RH 

(-80.9, -21.9) 
WS 97 3 - - 

RP 48 52 - - 

 

D 

(Acidic) 

WOS 100 - - -  

RH 

(-48.6, -57.4) 
WS 17 83 - - 

RP 100 - - - 

  



Chapter 2 

42 | P a g e  
 

 For SNQ fragment, polar S shows slightly larger preference for β conformation than 

RH in WOS case (Table 2.3). S adopts β conformation in WS condition which is similar to that 

in the crystal structure. Thus, there is no shift in conformational preference induced by sulphate. 

The latter two residues (N and Q) do not show any shift in conformational preferences (both 

RH) in WOS and WS conditions as in the crystal structure (Figure 2.4). According to the 

conformational preferences of GIH fragment as shown in Table 2.3 the hydrophobic G residue 

lacks any dominant conformational preference in WOS condition. In WS condition the 

conformation shifts to RH in contrast to β conformation in crystal structure. This is not so 

surprising, for G in general lacks well defined secondary structure. Hydrophobic I in GIH 

fragment shows change from predominant β conformation in WOS condition to predominant 

RH conformation in WS condition. The basic residue H does not show any shift in 

conformational preferences (Figure 2.5). In case of LYD, it is evident from Table 2.3 that 

hydrophobic L shows no particular conformational preference between RH and β in WOS, 

while having bias to β conformation for WS. Polar Y does not change its conformational 

preferences, while acidic D conformation switches from RH in WOS to β conformation in WS 

(Figure 2.6).  

 In case of biphosphate bound SRS fragment Table 2.4 shows that both S are 

predominantly in RH conformation in the WOP case. Both S are mostly in β conformation in 

WP condition. However, the residue shows substantial fluctuations with minor contributions 

from other conformations. Thus, both S show shifts in conformational preferences in the WP 

case compared to the WOP case. However, the basic R does not show any change in preference, 

being in RH conformation for both the cases (Figure 2.7).  

 

 



Chapter 2 

43 | P a g e  
 

 

Table 2.4: The secondary structural elements of the motif residues in crystal structure and simulated structure for 

WOP and WP cases (“-” indicates no occurrence at that particular position) 

PDB Ids Residues System RH β LH C Crystal 

Structure 

(ϕ, ψ) 

 

SRS 

fragment 

(1VDR) 

S 

(Polar) 

WOP 70 30 - - β 

(-154.8, 150.8) WP 11 89 - - 

R 

(Basic) 

WOP 89 11 - - RH 

(-63.8, -64.3) WP 85 15 - - 

S 

(Polar) 

WOP 83 17 - - β 

(-45.7, 140.9) WP 3 97 - - 

 

 Therefore, secondary structural preferences of motif residues in absence and presence 

of anion as mentioned in Table 2.3 and Table 2.4 clearly indicate: (1) the conformational 

preferences of the residues fluctuate without anion and (2) the anion typically stabilizes one of 

the residue conformations experienced in absence of the anion. The conformations of the motif 

residues are also in good agreement to their crystal structure conformations.  

2.3.2 Conformational preferences of flanking residues: 

 The conformational preferences are examined for a couple of flanking residues in both 

N- and C-terminal in the vicinity of the motif residues as mentioned in Table 2.5a and 2.5b. 

The data in these tables show that the flanking residues undergo conformational fluctuations 

without the anion. However, the anions give stability to one of the conformations without anion. 

The anion induced conformations are in general agreement to the crystal structure data. In SQT 

fragment N132 and alanine (A133) are N-terminal and Q137 and tryptophan (W138) are C-

terminal residues, all of which have loop conformation in sulphate bound crystal structure. 

Table 2.5.a shows shift in conformational preferences in all the residues except A133. In SNQ 

fragment, the N-terminal residues are R76 and Q77, both being in loop conformation and the 

C-terminal residues are T81 and R82 both having helix conformation in the crystal structure. 
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The simulated trajectories show no shift in conformational preferences in all these residues 

except R82 (Table 2.5.a).  

Table 2.5.a: The secondary structural elements of flanking residues around the motif residues in simulated 

structure for both WOS and WS conditions (SQT, SNQ and GIH fragments) (“-” indicates no occurrence at that 

particular position) 

PDB Ids Residues System RH β LH C 

 

SQT 

fragment 

(1KQR) 

N132 

 

WOS 62 38 - - 

WS 10 90 - - 

A133 

 

WOS 34 66 - - 

WS 12 88 - - 

Q137 

 

WOS 92 8 - - 

WS 12 88 - - 

W138 

 

WOS 23 77 - - 

WS 80 20 - - 

 

SNQ 

fragment 

(1F2D) 

R76 

 

WOS 75 25 - - 

WS 99 1 - - 

Q77 

 

WOS 61 39 - - 

WS 100 - - - 

T81 

 

WOS 73 27 - - 

WS 100 - - - 

R82 

 

WOS 37 63 - - 

WS 100 - - - 

GIH 

fragment 

(1AXI) 

L146 

 

WOS 6 94 - - 

WS 100 - - - 

T147 

 

WOS 6 35 58 1 

WS 7 93 - - 

A151 

 

WOS 1 99 - - 

WS 2 98 - - 

D152 

 

WOS 84 16 - - 

WS 2 98 - - 
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The N-terminal flanking residues of GIH (L146 and T147), and C-terminal residues (A151 and 

D152) are all having loop conformation in crystal structure. Out of these residues only A151 

does not show any shift in conformation (Table 2.5.a). None of the LYD N-terminal residues 

(D130 and H131, loop conformation in crystal structure) and C-terminal residues of these 

fragments (valine, V135 and V136, helix in crystal structure), shows shift in conformational 

preferences (Table 2.5.b).  

Table 2.5.b: The secondary structural elements of flanking residues around the motif residues in simulated 

structure for LYD fragment in WOS and WS conditions and for SRS fragment in WOP and WP conditions (“-” 

indicates no occurrence at that particular position) 

PDB Ids Residues System RH β LH C 

 

 

LYD 

fragment 

(1E3H) 

D130 

 

WOS 99 1 - - 

WS 99 1 - - 

H131 

 

WOS 37 63 - - 

WS 1 99 - - 

V135 

 

WOS 100 - - - 

WS 98 2 - - 

V136 

 

WOS 100 - - - 

WS 99 1 - - 

 

 

 

SRS 

fragment 

(1VDR) 

V63 

 

WOP 2 98 - - 

WP 6 94 - - 

M64 

 

WOP 4 96 - - 

WP 11 89 -  

E68 

 

WOP 5 95 - - 

WP 89 11 - - 

R69 

 

WOP 78 22 - - 

WP 63 37 - - 

 

In SRS fragment, V63 and Methionine, M64 are the N-terminal residues and Glutamine, E68 

and R69 are the C-terminal residues, all being loop in the crystal structure (Table 2.5.b). Here, 

except E68, no other residue shows shift in conformation preference between WP and WOP 
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conditions. Overall, the conformational preferences of the flanking residues do not seem to be 

well correlated to those of motif residues.   

2.3.3 Motion of the anion around the motif:  

Motion of the anion around the motif residues is analyzed based on the distribution of 

distance between motif atoms and anionic species in the equilibrated trajectory. The distances 

between the sulphur atom and Cα (dC
α

-S), N1 (dN1-S) and N2 (dN2-S) atom of the motif for 

different fragments are considered here. The frequencies of these distances, f(dC
α

-S), f(dN1-S) 

and f(dN2-S) for SQT, SNQ, GIH and LYD fragments are shown in Figures 2.8(a)-(d).  

 

Figure 2.8: f(dCα-S), f(dN1-S) and f(dN2-S) between Cα, N1 and N2 atoms of CαNN motif and sulphur atom of 

sulphate in (a) SQT fragment, (b) SNQ fragment, (c) GIH fragment and (d) LYD fragment. 

 

All these distributions indicate that sulphate ion prefers to stay at large distances from the 

CαNN motif atoms. The time dependent fluctuations in the anion distances from motif atoms 

have also been examined for all these motif fragments. Figure 2.9 shows dC
α

-S, dN1-S and dN2-S 
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as a function of time over the simulated trajectory in case of SQT, SNQ and LYD peptide 

fragments. It indicates that sulphate ion moves back and forth in the neighborhood of the motif 

(≤5 Å) to larger distances (≥10 Å).  

 

Figure 2.9: The distances (dCα-S), (dN1-S), (dN2-S) between Cα, N1 and N2 and sulphate as functions of time- 

(a),(b),(c) for SQT fragment, (d),(e),(f) for SNQ fragment and (g),(h),(i) for LYD fragment respectively. 

 

Frequencies of distances Cα (f(dC
α

-P)), N1 (f(dN1-P)) and N2 (f(dN2-P)) from phosphorus atom of 

the biphosphate ion in case of biphosphate bound SRS fragment is shown in Figure 2.10(a). 

The peak of f(dC
α

-P), f(dN1-P) and f(dN2-P) is around 6 Å, 5 Å and 4 Å respectively. This indicates 

unlike sulphate, biphosphate ion stabilizes in the vicinity of the motif. However, dC
α

-P as a 

function of time over the simulated trajectory (Figure 2.10(b)) indicates that biphosphate ion 
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also moves back and forth in the neighborhood of the motif, while it prefers to stay mostly ≤10 

Å from the motif. 

 

Figure 2.10:(a) The frequency distributions of distances; f(dCα-P), f(dN1-P) and f(dN2-P) between phosphorous atom 

of biphosphate and Cα, N1 and N2 atoms, respectively of CαNN motif in SRS fragment. (b) dCα-P as a function of 

time in SRS fragment. (c) The distribution f(ta) of time interval, ta between two successive approaches by sulphate 

to the vicinity of Cα atom (dCα-S ≤ 5Å) in SQT fragment. (d) The distribution f(ta) of time interval, ta between two 

successive approaches by biphosphate to the vicinity of Cα atom (dCα-P ≤ 5Å) in SRS fragment. 

 

The distributions (f(ta)) of time interval, ta between any two successive approaches of 

sulphate and biphosphate to the vicinity of Cα atom (≤5 Å) are shown in (Figure 2.10(c) and 

(d)). The distribution is sharply peaked for low ta with mean time <ta> (~0.5 ns) which is much 

smaller compared to the time scale of secondary structural relaxation49-50. Thus, the anion 

induced structure cannot relax due to multiple approach of the anion to the vicinity of the motif 

in very short time scale.  
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2.3.4 Solvent structure around the motif: 

 The solvent structure around the motif is given by radial distribution of oxygen (O) 

atoms of solvent water molecules around Cα, N1 and N2 atoms of the motif in presence and 

absence of sulphate and biphosphate. For SQT fragment, a prominent first peak in distribution 

𝑔𝐶𝛼
𝑊𝑆(𝑟) is observed around r=4 Å with respect to Cα atom in WS case (Figure 2.11(a)). In 

absence of sulphate the distribution 𝑔𝐶𝛼
𝑊𝑂𝑆(𝑟) with respect to Cα atom is also similar as 𝑔𝐶𝛼

𝑊𝑆(𝑟) 

(Figure 2.11(b)). There is no shift in conformational preference for S residue corresponding to 

this atom. There is no peak in radial distributions 𝑔𝑁1
𝑊𝑆(𝑟) and 𝑔𝑁2

𝑊𝑆(𝑟) with respect to N1 and 

N2 atom respectively in presence of sulphate. In WOS case also there is no peak in distributions 

𝑔𝑁1
𝑊𝑂𝑆(𝑟) and 𝑔𝑁2

𝑊𝑂𝑆(𝑟). However, conformational shift is observed in T containing N2 but no 

shift is observed for Q having N1. In case of SNQ fragment, first peak of 𝑔𝐶𝛼
𝑊𝑆(𝑟) is around r 

= 4 Å (Figure 2.11(c)). In Figure 2.11(d), there is also a peak in distribution of 𝑔𝐶𝛼
𝑊𝑂𝑆(𝑟) around 

r = 4 Å. Conformational shift is not observed at this position for the motif residue S. There is 

a peak of  𝑔𝑁1
𝑊𝑆(𝑟) at r = 3 Å but there is no peak in distribution of 𝑔𝑁1

𝑊𝑂𝑆(𝑟). Conformational 

shift is also not observed for N residue at this position. There are no peak in distributions of 

𝑔𝑁2
𝑊𝑆(𝑟) and 𝑔𝑁2

𝑊𝑂𝑆(𝑟). Here also no conformational shift takes place for Q residue. In case of 

SRS fragment, a prominent first peak in distribution 𝑔𝐶𝛼
𝑊𝑃(𝑟) is observed around r=4 Å with 

respect to Cα atom in WP case (Figure 2.11(e)). In WOP case the distribution 𝑔𝐶𝛼
𝑊𝑂𝑃(𝑟) has 

peak around r = 3 Å (Figure 2.11(f)). Conformational shift is observed for the residue S at this 

position. There is no peak in distribution 𝑔𝑁1
𝑊𝑃(𝑟) and 𝑔𝑁2

𝑊𝑃(𝑟) with respect to N1 and N2 

respectively in presence of biphosphate. In WOP case the distributions, 𝑔𝑁1
𝑊𝑂𝑃(𝑟) and 𝑔𝑁2

𝑊𝑂𝑃(𝑟) 

are peaked around r = 3 Å (Figure 2.11(f)). Conformational shift is not observed in case of R 

residue at N1 position, but observed for S residue at N2 position.  
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Figure 2.11: Radial distributions of the oxygen (O) atom of solvent water molecule around Cα (green), N1 (red) 

and N2 (black) atoms of the motif for SQT fragment (a) in presence (𝑔𝐶𝛼
𝑊𝑆(𝑟), 𝑔𝑁1

𝑊𝑆(𝑟), 𝑔𝑁2
𝑊𝑆(𝑟)) and (b) in 

absence (𝑔𝐶𝛼
𝑊𝑂𝑆(𝑟), 𝑔𝑁1

𝑊𝑂𝑆(𝑟), 𝑔𝑁2
𝑊𝑂𝑆(𝑟)) of sulphate; (c) and (d) similar quantities for SNQ fragment; and (e) 

for SRS fragment in presence (𝑔𝐶𝛼
𝑊𝑃(𝑟), 𝑔𝑁1

𝑊𝑃(𝑟), 𝑔𝑁2
𝑊𝑃(𝑟)) and (f)  in absence (𝑔𝐶𝛼

𝑊𝑂𝑃(𝑟), 𝑔𝑁1
𝑊𝑂𝑃(𝑟), 

𝑔𝑁2
𝑊𝑂𝑃(𝑟)) of biphosphate. 

 

The distributions of water molecules in the presence and absence of the anion do not show 

difference in GIH and LYD fragments as shown in Figure 2.12. However conformational shift 

is observed for I with N1 in case of GIH fragment and for D with N2 in case of LYD fragment. 

Thus, changes in water distributions around the motif Cα, N1 and N2 atoms are not correlated 

to the changes in conformational preferences of the motif residues.  
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Figure 2.12: Radial distributions of the oxygen (O) atom of solvent water molecule around Cα (green), N1 (red) 

and N2 (black) atoms of the motif for GIH fragment in (a) presence (𝑔𝐶𝛼
𝑊𝑆(𝑟),(𝑔𝐶𝛼

𝑊𝑆(𝑟), 𝑔𝑁1
𝑊𝑆(𝑟), 𝑔𝑁2

𝑊𝑆(𝑟)) 

and (b) absence (𝑔𝐶𝛼
𝑊𝑂𝑆(𝑟), 𝑔𝑁1

𝑊𝑂𝑆(𝑟), 𝑔𝑁2
𝑊𝑂𝑆(𝑟)) of sulphate; (c) and (d) similar quantities for LYD fragment. 

 

2.3.5 Basis of conformational preferences of CαNN motif: 

 The factors responsible for conformational preferences and anion specificity of 

different motif residues are detailed below.  

Effect of sequence 

The shifts in conformational preferences due to sulphate or biphosphate are sensitive 

to the sequence of the motif residues. The same residue shows different conformational 

preferences in WS condition depending on the sequence. For instance, the conformational 

preference of S in SQT fragment (RH) is quite in contrast to that of S in SNQ fragment (β). 

The polar S behaves distinctly in the presence of different anions. In WS condition S in SQT 

and SNQ fragments shows no shift in conformational preference with respect to the WOS 
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condition. But, in case of SRS fragment both S show biphosphate induced shifts in 

conformational preferences. 

Effect of anion 

The residue conformations of a given motif are sensitive to the type of anion. In order 

to probe this, sulphate is replaced by biphosphate in different fragments to see the effect of 

anions on conformational preference of CαNN motif. The case of LYD fragment is illustrated 

in details. This fragment is chosen, for the fragment has hydrophobic, polar and charged 

residues. It is observed that secondary structural preference of the motif residues is different in 

the sulphate replaced by biphosphate (RP) case with respect to WS case (Table 2.3). Without 

any anion L132 fluctuates between RH (45%) and β (55%) conformations. In WS case L132 

is primarily β conformation but it prefers RH conformation in RP case selecting the minor 

WOS conformation. Thus, L132 shows shifts in conformation from almost equally probable 

WOS conformations. However, the shift is dependent on the type of anion. Y133 primarily 

prefers RH conformation both in WS and WOS conditions. In RP case Y133 fluctuates 

between RH (48%) and β (52%) conformations (Table 2.3). Thus, Y133 lacks particular 

conformational preference in RP case, unlike that of WS. D134 prefers RH in WOS, β 

conformation in WS and RH conformation in RP condition, indicating shift in conformation 

in WS but no shift in RP. 

The distance frequencies, f(dC
α

-S), f(dN1-S) and f(dN2-S) in Figure 2.8(d) and dC
α

-S as a 

function of time in Figure 2.9((g) for LYD fragment in WS condition indicate that sulphate ion 

prefers to stay at large distances from the CαNN motif atoms with back and forth motion in the 

neighborhood of the motif. When sulphate is replaced by biphosphate, the frequencies f(dC
α

-P), 

f(dN1-P) and f(dN2-P) in Figure 2.13(a) and dC
α

-P as a function of time in Figure 2.13(b) show 

similar behavior of the biphosphate as the sulphate in WS condition. This behavior is in striking 
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contrast with that of biphosphate in the SRS fragment in WP condition (Figure 2.10(a)). This 

may be due to the enhanced flexibility experienced by Y133 due to replacement with bi-

phosphate. 

 

Figure 2.13: (a) The frequency distributions of distances; f(dCα-P), f(dN1-P) and f(dN2-P) between phosphorus atom 

of biphosphate and Cα, N1 and N2 atoms, respectively of CαNN motif in LYD fragment. (b) The distances (dCα-P) 

between Cα and biphosphate as functions of time for LYD fragment. 

 

The differences in fluctuations of the backbone dihedrals are shown in Figure 2.14 for LYD 

segment both in WS and replacement by biphosphate conditions. Distribution of backbone 

dihedral ϕ for the motif residues L, Y and D are defined as 𝐻𝐿(𝜑), 𝐻𝑌(𝜑) and 𝐻𝐷(𝜑), and that 

of ψ are defined as 𝐻𝐿(𝜓) , 𝐻𝑌(𝜓)  and 𝐻𝐷(𝜓) , respectively. 𝐻𝐿(𝜑)  shows single peak 

distribution both in WS and RP condition and not alter much due to replacement of sulphate 

by biphosphate (Figure 2.14(a)). 𝐻𝐿(𝜓) also shows single peak distribution both in WS and 

RP condition (Figure 2.14(b)). Depending on the anion, the peak positions are different: ψ ~ 

140o in WS and ψ ~ -20o in RP condition. 𝐻𝑌(𝜑) shows single broad peak in WS, but becomes 

bimodal distribution in RP condition (Figure 2.14(c)). 𝐻𝑌(𝜓) shows single peak distribution 

both in WS and RP condition (Figure 2.14(d)). Here again the peak positions are different, ψ 

~ -10o in WS and ψ ~ 170o in RP condition. The splitting of 𝐻𝑌(𝜑) peak is consistent with 

fluctuations of conformation of Y133 in RP condition. 𝐻𝐷(𝜑) and 𝐻𝐷(𝜓) show single peak 
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distribution both in WS and RP condition (Figure 2.14(e) and (f)). 𝐻𝐷(𝜑)  peaks nearly 

coincide ϕ and 𝐻𝐷(𝜓) peaks are ψ ~ 135o in WS and ψ ~ -10o in RP condition. 

 

Figure 2.14: Distributions of backbone dihedral angle in WS (black) and RP (red) conditions for motif residues 

in LYD fragment: (a) 𝐻𝐿(𝜑), (b) 𝐻𝐿(𝜓), (c) 𝐻𝑌(𝜑), (d) 𝐻𝑌(𝜓), (e) 𝐻𝐷(𝜑) and (f) 𝐻𝐷(𝜓) 

 

Similar sensitivities of conformational preferences depending on the type of anion have been 

observed for other fragments as well (Table 2.3). In SQT fragment S does not show any shift 

in conformation both in WS and RP cases compared to WOS. However, this residue shows 

substantial fluctuations in conformation in RP condition. Q shifts to RH conformation in WS, 

but lacks conformational preference in RP case. T shifts to β conformation in WS condition, 

but in RP condition there is no shift in conformation. In SNQ fragment S shifts to β 

conformation both in WS and RP cases as compared to WOS. N and Q do not show any shift 

in conformation both in WS and RP cases compared to WOS. In GIH fragment G shifts to RH 

conformation in WS, but lacks conformational preference in RP case. Isoleucine shifts to RH 
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conformation in WS condition, but in RP condition there is no shift in conformation. H does 

not show any shift in conformation in WS but lacks conformational preference in RP case.  

 Upon ligand binding the changes in fluctuations in dihedral angles cost conformational 

free energy and entropy46. Earlier experimental and theoretical works show that the 

conformational thermodynamics govern the stability of ligand bound proteins. I study the 

conformational free energy and entropy changes of the motif residues due to replacement of 

sulphate by biphosphate from the backbone dihedral distributions of motif residues, 𝐻𝛼(𝜙) 

and 𝐻𝛼(𝜓)
46-48. Conformational thermodynamics data for the backbone dihedrals of the 

biphosphate bound motif residues with respect to the sulphate bound case for different peptide 

fragment are shown in Table 2.6. 𝛥𝐺𝑖
𝑐𝑜𝑛𝑓

 and 𝑇𝛥𝑆𝑖
𝑐𝑜𝑛𝑓

 indicates the change in conformational 

free energy and entropy of the i-th residue, obtained by summing over the backbone dihedrals. 

𝛥𝐺𝑖
𝑐𝑜𝑛𝑓

(𝜑) , 𝛥𝐺𝑖
𝑐𝑜𝑛𝑓

(𝜓)  and 𝑇𝛥𝑆𝑖
𝑐𝑜𝑛𝑓

(𝜑) , 𝑇𝛥𝑆𝑖
𝑐𝑜𝑛𝑓

(𝜓)  indicates the change in 

conformational free energy and entropy of the i-th motif residues due to backbone dihedral ϕ 

and ψ, respectively. The total change in conformational free energy (𝛥𝐺𝑐𝑜𝑛𝑓) and entropy 

(𝑇𝛥𝑆𝑐𝑜𝑛𝑓) of the motif are obtained by sum of the changes of individual residues of the motif. 

The negative change in conformational free energy and entropy indicates the conformational 

stability due to replacement by biphosphate as well as ordering, whereas the positive change 

indicates the instability and disorder due to biphosphate replacement. 

 Table 2.6 shows that the free energy changes are not significant in the residues in case 

of SQT. There is a large amount of disorder due to both of the backbone dihedrals of S. Overall, 

the motif shows slight increase in free energy and large amount of disorder by the anion 

replacement. In SNQ fragment free energy change is negative for S and positive for Q due to 

backbone dihedral ψ. However, backbone dihedral ψ introduce disorder in both S and Q. Due 
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to anion replacement this motif gets the conformational stability along with large amount of 

disorder. In GIH fragment G and I destabilized and disordered due to backbone dihedral ϕ and 

ψ. However, H is stabilized and ordered due to backbone dihedral ψ and ϕ, respectively. 

Overall large positive change in free energy and entropy indicates instability and enhanced 

disorder of this motif due to anion replacement. In LYD fragment all the motif residues 

destabilized due to backbone dihedral distribution, particularly ϕ (Figure 2.14). There is also 

disorder of L and D due to the backbone dihedral ψ and ϕ, respectively.  

Table 2.6: Conformational thermodynamics change of motif resides of peptide fragment and motif in presence 

of biphosphate with respect to presence of sulphate 

Peptide 

fragment 

Motif 

residue 

Change in conformational free 

energy 

Change in conformational entropy (a) Total 

change in 

conformation

al free energy 

(𝛥𝐺𝑐𝑜𝑛𝑓) 

(b) Total 

change in 

conformation

al entropy 

(𝑇𝛥𝑆𝑐𝑜𝑛𝑓) 

𝛥𝐺𝑖
𝑐𝑜𝑛𝑓

 

in 

kJ/mol 

𝛥𝐺𝑖
𝑐𝑜𝑛𝑓

(𝜙) 

in 

 kJ/mol 

𝛥𝐺𝑖
𝑐𝑜𝑛𝑓

(𝜓) 

in  

kJ/mol 

𝑇𝛥𝑆𝑖
𝑐𝑜𝑛𝑓

 

In 

 kJ/mol 

𝑇𝛥𝑆𝑖
𝑐𝑜𝑛𝑓(𝜙) 

in 

 kJ/mol 

𝑇𝛥𝑆𝑖
𝑐𝑜𝑛𝑓(𝜓) 

in  

kJ/mol 

 

SQT 

S134 0.46 0.10 0.36 2.76 1.55 1.21 (a) 0.48 

(b) 3.45 Q135 0.04 0.02 0.02 0.88 0.73 0.15 

T136 -0.02 0.36 -0.38 -0.19 0.36 -0.55 

 

SNQ 

S78 -2.09 1.41 -3.5 2.19 0.81 1.38 (a) -1.389 

(b) 4.29 N79 -0.002 -0.019 0.017 -0.57 -0.034 -0.536 

Q80 0.703 0.08 0.623 2.67 0.64 3.31 

 

GIH 

G148 3.41 3.41 0 3.03 0.84 2.19 (a) 13.38 

(b) 5.01 I149 14.6 0.71 13.89 3.19 1.26 1.93 

H150 -4.63 8.54 -13.17 -1.21 -1.27 0.06 

 

LYD 

L132 3.46 6.30 -2.84 1.51 0.38 1.13 (a) 13.98 

(b) 1.98 

 
Y133 7.65 7.47 0.18 -1.63 1.06 -2.69 

D134 2.87 2.73 0.14 2.10 2.73 -0.63 

 

Overall due to anion replacement in this case also this motif gets conformational instability 

and disorder. Overall the thermodynamic data indicate that the free energy costs are typically 

very large and positive due to the presence of biphosphate instead of sulphate in case of LYD 

and GIH fragment. This means that the anion replacement is not conformationally favourable 
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for these fragments, while SQT and SNQ are largely unaffected due to replacement. The anion 

replacement also introduces disorder in all the cases.  

 The shift of conformation in the presence of anion may be interpreted as the 

conformation without the anion is not favourable; and the residue needs to undergo 

conformational rearrangement to accommodate the anion. On the other hand, no shift in 

conformational preference indicates that the anion can be readily accommodated. This way 

one can identify the residues primarily responsible for anion recognition. In case of SNQ 

fragment where all the residues are polar, the major conformational state in WOS condition 

has been stabilized by the sulphate ion in WS condition. This implies that the WOS 

conformation of all three residues is favourable for sulphate binding. In case of SQT fragment 

the first two residues do not show shift in conformational preferences in WS condition 

compared to the WOS condition. Similarly, basic H in GIH fragment, hydrophobic L and polar 

Y in LYD and basic R in SRS do not show shifts in conformation. All these results point to the 

fact that the polar residues are favourable for sulphate recognition as found for the synthetic 

peptides28, 30-31. Interestingly, the basic residues also adopt favourable conformation for anion 

recognition. The conformational preferences for majority of the motif residues shows shift in 

conformation in the presence of anions. This indicates that the anions can act as conformational 

switches in these residues. More importantly, the switching of the conformations can be 

controlled by the residue sequences and the type of anion for a given residue.  
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2.4 Conclusion: 

 Overall studies based on classical force field based MD simulations show that anion 

induced conformational preference in CαNN motif residues changes are sequence specific. The 

motif residues fluctuate between different conformations without anion, one of which is 

stabilized by the anion. Although the sulphate ion is not stabilized in the vicinity of the motif 

atoms, the back and forth motion of the ion with very short time scale between successive 

approaches aids the structural changes. On the other hand, the biphosphate ion is stabilized in 

the vicinity of the motif residues, leading to their conformational preferences. For a given 

sequence, the conformational preferences of the residues are dependent on the nature of the 

anion as well. However, the preference of the conformation is not sensitive to the water 

distribution around the motif residues and the flanking residues. The residues showing no shift 

in conformational preferences by the anion are likely to be the ones responsible for anion 

recognition. These are mostly polar and basic residues. The microscopic method of identifying 

the anion recognizing residues may be useful to understand ligand recognition in general. The 

possibility of tuning conformational preferences by different anions may be useful for device 

applications based on conformational tunability of bio-macromolecules51-52. 
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Appendices of Chapter 2 

A2.1 Dihedral angle and secondary structure assignment of protein: 

Secondary structure refers to regular, recurring arrangements of adjacent amino acids 

of a polypeptide chain in space considering steric constraints and many weak interactions. The 

protein main chain can be divided into repeating units, called the peptide units, each ranging 

from one Cα atom to the next Cα atom. As the peptide units are effectively rigid groups that are 

linked into a chain by covalent bonds at the Cα atoms. The only degrees of freedom they have 

are rotations around the Cα-C’ and N- Cα bonds. By convention, the angle of rotations around 

the N-Cα bond is called phi (φ) and the angle of rotation around Cα-C’ bond is called psi (ψ) 

(Figure A2.1). In this way each amino acid is associated with two conformational angles, φ 

and ψ. The third possible torsion angle within the protein backbone (called omega, ω) is 

essentially flat and fixed to 180 degrees. This is due to the partial double-bond character of the 

peptide bond, which restricts rotation around the C-N bond, placing two successive alpha-

carbons and C, O, N and H between them in one plane26.  

 

Figure A2.1: Schematic diagram of peptide backbone with side chains designated as R and showing the phi (φ) 

and psi (ψ) torsion angles. (Adopted from “Principles of Biochemistry”, 4th Edition, Lehninger26) 

 

Rotation of the protein chain can be described as rotation of the peptide bond planes relative 

to each other. As φ and ψ are the only degrees of freedom, conformation of whole main chain 
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of the polypeptide is completely determined when φ and ψ torsion angles for each amino acid 

are determined with high accuracy. These φ and ψ torsion angles of the polypeptide chain, also 

called Ramachandran angles. The φ-ψ correlation plot which is well known as Ramachandran 

plot (Figure A2.2) provides an easy way to view the distribution of torsion angles of a protein 

structure26-27. It considered atoms as a hard sphere with a definite radius (their van der Waals 

radius) and no two atoms overlap limits greatly the possible bond angles in a polypeptide chain. 

This constraint and other steric interactions severely restrict the variety of three dimensional 

(3D) arrangements of atoms (or conformations) that are possible. Ramachandran plot provides 

an overview of allowed and disallowed regions of backbone torsion angle values, serving as 

an important indicator of the quality of protein three dimensional structures27. 

 

Figure A2.2: Ramachandran plot: The values of φ and ψ for various allowed secondary structures. The shaded 

regions correspond to conformations where there are no steric clashes (Adopted from “Principles of 

Biochemistry”, 4th Edition, Lehninger26).  
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Side chain dihedral angles are defined as the rotation around the bonds between following 

atoms Cα-Cβ
 for χ1, C

β-Cγ for χ2, C
γ-Cδ for χ3, C

δ-Nε for χ4 and Nε-CZ
 for χ5. Dihedral angles are 

the most important local structural parameters that control protein folding essentially, and if 

we would have a way to predict the Ramachandran angles for a particular protein, we would 

be able to predict its 3D folding. When the 3D structures of many different protein molecules 

are compared, it becomes clear that, although the overall conformation of each protein is 

unique, two regular folding patterns are often found in parts of them. These two common 

folding patterns α-helix and β-sheet are the classic secondary structural elements of protein, 

result from hydrogen-bonding between the N–H and C=O groups in the polypeptide backbone, 

without involving the side chains of the amino acids26. Thus, they can be formed by many 

different amino acid sequences. In each case, the protein chain adopts a regular, repeating 

conformation. Certain amino acids favour either α-helices or β-sheets, while others favour 

formation of loop regions. According to the Ramachandran plot, amino acids with backbone 

dihedral angles in the range -180° < φ < 0°, -100° < ψ < 45° are considered as to be in the right 

handed α-helical region (RH) and amino acids with backbone dihedral angles in the range -

180° < φ < -45°, 45° < ψ< 180° are considered as to be in the β-sheet region27. φ angle confined 

to a narrow range around 50° while ψ angle within +20° to +100° is considered as left handed 

α-helical region (LH) and residues having dihedral angles in the range of 0° < φ < 180°, -90° 

< ψ < 90° are defined as coil (C) conformation.   
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A2.2 Molecular Dynamics Simulation: 

A2.2.1 Molecular Mechanics Force Fields: 

Force fields permit to calculate the potential energy of a molecular system, V. The 

energy of molecular system depends on the atomic positions of all the atoms in the system 

which is usually expressed in term of Cartesian coordinates. Consideration of molecular 

mechanics force field helps to calculate the energy of a system only as a function of the nuclear 

positions. Molecular Mechanics are invariably used to perform all-atom calculations on 

systems containing a significant number of atoms. A typical force field represents each atom 

in the system as a single point and energies as a sum of two-, three-, and four-atom interactions 

such as bond stretching and angle bending. Although, simple functions (e.g. Hooke’s Law) 

considering harmonic potential are used to describe these interactions, the force field can work 

quite well32. The potential energy of a certain interaction is described by an equation which 

involves the positions of the particles and some parameters (e.g force constants, charge) which 

have been determined experimentally or by quantum mechanical calculations. Several types of 

force fields exist. Two of those may use an identical functional form yet have very different 

parameters and thus bring about different energies for the same system. Moreover, force fields 

with the same functional form but different parameters, and force fields with different 

functional forms, may give close results32. 

The value of the potential energy V(r) is expressed as a sum of internal or bonded terms, 

which describe the bonds, angles and bond rotations in a molecule, and a sum of external or 

non-bonded terms, which account for interactions between non-bonded atoms or atoms 

separated by three or more covalent bonds. Therefore, 

𝑉(𝑟) = 𝑉𝑏𝑜𝑛𝑑𝑒𝑑(𝑟) + 𝑉𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑(𝑟)                                                                          (2.1) 
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Now considering all the bonded and non-bonded interactions total potential energy of a system 

can be expressed as32, 
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(2.2) 

Here the first four terms are due to bonded interactions and last two terms are due to non-

bonded interactions comprising electrostatic interactions and van der Waals interactions. Force 

field parameters in different molecular mechanics force field includes the equilibrium bond 

lengths and angles for bond stretching, angle bending and dihedral angle terms in the potential 

energy function as well as the atomic charge, force constants and the Lennard-Jones 12-6 

potential parameters which are derived from the high-level quantum chemical calculations. 

The force field equation given above is only one variant of the many force fields. One can 

include other potential energy functions which contain more terms for a more precise 

calculation. 

A2.2.2 Energy Minimization: 

The MD simulations begin from energy minimized initial structure. Potential energy is 

a multi-dimensional function of the coordinate. For a system with N atoms the energy is thus 

a function of 3N-6 internal or 3N Cartesian coordinates. Variation of energy with the 

coordinates is usually referred to as the potential energy surface. Minimum energy 

arrangements of the atoms in the potential surface correspond to the stable states of the system; 

any movement away from a minimum gives a configuration with higher energy. There may be 

a very large number of minima on the energy surface. The minimum with the very lowest 

energy is known as the global energy minimum. To identify those geometrics of the system 
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that correspond to minimum points on the energy surface we use an energy minimization 

algorithm.  

 Let consider a multidimensional function V(ri) which depends on several variables r1, 

r2, r3, . . . ,ri. The problem is to find the values of these variables where V(ri) gives minimum 

values. Minimum values are those points in an energy landscape where we will reach higher 

positions in any direction. So, the first derivative of the function with respect to every single 

variable is zero, i.e 
𝜕𝑉

𝜕𝑟𝑖
= 0 with ri being the coordinates of the atoms; and the matrix 

𝜕𝑉

𝜕𝑟𝑖
 is 

positive definite. Derivatives provide useful information about the shape of the energy 

landscape and so can significantly accelerate the search process. That is why methods which 

use derivatives are more appropriate to minimize the complex functions describing the energy 

landscape of a molecule32. The direction of the first derivative, the gradient, of a function tells 

us in which way we will find a minimum and its magnitude indicates the steepness of the slope 

at a given point of the function. The second derivative provides information about the curvature 

of the energy landscape. 

To describe derivative methods, it is useful to write the energy function as a Taylor 

expansion around point rk
32-34. In one dimension we can write 

𝑉(𝑟) = 𝑉(𝑟𝑘) + (𝑟 − 𝑟𝑘). 𝑉
′(𝑟𝑘) +

1

2
[(𝑟 − 𝑟𝑘)

2. 𝑉′′(𝑟𝑘)]+. . ..                                           (2.3) 

where V’ is the first derivative and V’’ is the second derivative of the energy function V. 

In the case of a multidimensional function the variable r corresponds to a vector 𝑟 and the 

derivatives are replaced by matrices. For a system with N atoms 𝑉(𝑟) is a function of 3N 

coordinates32. So 𝑟 has 3N components and the gradient, �⃗� = 𝑉′(𝑟)𝑇, accordingly is a vector 

with 3N dimensions as well, with each element being the partial derivative of V with respect 

to a single coordinate, 
𝜕𝑉

𝜕𝑟𝑖
. The second derivative 𝑉′′(𝑟) is a (3N × 3N)-matrix. Every element 
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(i, j) corresponds to the partial second derivate of V with respect to the coordinates ri and rj, 

𝜕2𝑉

𝜕𝑟𝑖𝜕𝑟𝑗
. This is a symmetric matrix which is called Hessian Matrix. Thus, the multidimensional 

Taylor expansion is written as follows35: 

𝑉(𝑟) = 𝑉(𝑟𝑘) + 𝑉′(𝑟𝑘). (𝑟 − 𝑟𝑘) +
1

2
[(𝑟 − 𝑟𝑘)

𝑇 . 𝑉′′(𝑟𝑘). (𝑟 − 𝑟𝑘)]+. . ..                            (2.4) 

This is a quadratic function and thus can only be seen as an approximation for an energy 

function. However, the area close to a minimum is well approximated by this Taylor expansion. 

First-order minimization methods use the information of the first derivative, the gradient �⃗�𝑘, 

to find local minima of the function V(r). Steepest Descent and Conjugate Gradient are the 

most important and most frequently used first-order minimization methods for energy 

minimization in molecular modeling and simulation. 

Steepest Descent (SD) 

In my simulation, steepest descent method is used for energy minimization. The 

steepest descent method moves along the negative gradient -�⃗�𝑘 downhill the energy landscape 

beginning from a starting point of interest. As this is an iterative method the search is done 

stepwise:  

(i) First calculate the gradient �⃗�𝑘  at a starting point 𝑟𝑘  and take a step in the 

direction of   the negative gradient -�⃗�𝑘, the point of arrival being the starting 

point for the next iteration. 

(ii) Knowing the direction of the gradient the next thing to do is to determine the 

length of the step to take. This is achieved by performing a line search in the 

direction of the gradient32-34. If we consider a cross-section through the energy 

function in direction of �⃗�𝑘  we see that there will be a (one-dimensional) 

minimum, which is the optimal starting point for the next step, �⃗�𝑘+1. If we take 
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the next step from this minimum point, the directions, 𝜈𝑘, and the gradients, �⃗�𝑘, 

of successive steps will always be orthogonal32-34, 

�⃗�𝑘. �⃗�𝑘+1 = 0 

�⃗�𝑘. �⃗�𝑘+1 = 0                                                                           (2.5) 

Finding the minimum via line search can be achieved in several ways. One possibility, for 

example, is to perform a one-dimensional quadratic approximation in the direction of the 

gradient. 

Conjugate Gradient (CG) 

The SD approach encounters severe problems when used with functions other than 

quadratic functions especially when they have the shape of a narrow valley. In this case it gives 

undesirable behaviour35 taking only very short steps and thus extremely increasing 

computation. Conjugate gradient method is another similar approach that can overcome this 

difficulty. In contrast to SD, in this method the gradients of successive steps are not orthogonal. 

Instead the directions at each point �⃗�𝑘 are orthogonal to gradients of the following steps �⃗�𝑘 

provided that a line search has been performed: 

�⃗�𝑘. �⃗�𝑘+1 = 0                                                                                                                      (2.6) 

For every direction �⃗�𝑘 the direction of the previous step �⃗�𝑘−1 is taken into account, 

�⃗�𝑘 = −�⃗�𝑘 + 𝛾𝑘. �⃗�𝑘−1                                                                                                          (2.7) 

with γ being a scalar constant given by 

𝛾𝑘 =
�⃗⃗�𝑘.�⃗⃗�𝑘

�⃗⃗�𝑘−1.�⃗⃗�𝑘−1
                                                                                                                     (2.8) 

Thus, new directions are linear combinations of the current gradient �⃗�𝑘  and the previous 

direction �⃗�𝑘−1 . As there is no previous direction for the first step, the conjugate gradient 

methods starting direction is the same as for SD. 



Chapter 2 

73 | P a g e  
 

In molecular modeling and simulation in general we start minimization from 

experimentally obtained structures with very high energy. Steepest descent and the conjugate 

gradient methods are first applied as they reach lower energies very fast due to their low 

demands on computation. However, when reaching regions of lower energy, where slopes are 

less steep, other, more sophisticated methods such as Newton-Raphson can be applied to speed 

up the search for low energy points. 

A2.2.3 Equation of motion: 

In molecular dynamics successive configurations of the system are generated by 

integrating Newton’s laws of motion. Time evolution of the positions and velocities of the 

particles in the system is derived based on Newton’s equation of motion32-34: 

𝐹𝑖 = 𝑚𝑖. 𝑎 = 𝑚𝑖.
𝑑𝑣𝑖

𝑑𝑡
= 𝑚𝑖.

𝑑2𝑟𝑖

𝑑𝑡2
                                           (2.9) 

It describes the motion of a particle of mass 𝑚𝑖 with coordinate 𝑟𝑖 and 𝐹𝑖 being the force on 

the particle. This is used to calculate the motion of a finite number of atoms or molecules, 

respectively, under the influence of a force field that describes the interactions inside the 

system with a potential energy function, 𝑉(𝑟), where r corresponds to the coordinates of all 

atoms in the system. The relationship of the potential energy function and applied force is 

given by 

𝐹(𝑟𝑖) = −𝛻𝑖𝑉(𝑟),                                                           (2.10) 

with 𝐹(𝑟𝑖) being the force acting on a particle due to a potential, 𝑉(𝑟). Combining these two 

equations gives 

𝑑𝑉(𝑟)

𝑑𝑟𝑖
= −𝑚𝑖.

𝑑2𝑟𝑖

𝑑𝑡2
                                                            (2.11) 
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This relates the derivative of the potential energy to the changes of the atomic coordinates in 

time. As the potential energy is a complex multidimensional function this equation can only 

be solved numerically with some approximations. 

With the acceleration being 𝑎 = −
1

𝑚
.
𝑑𝑉

𝑑𝑟
 we can then calculate the changes of the 

system in time by just knowing (i) the potential energy 𝑉(𝑟), (ii) initial coordinates 𝑟𝑖,0 and (iii) 

an initial distribution of velocities, 𝑣𝑖,0. Thus, using this deterministic method we can predict 

the state of the system at any point of time in the future or the past. 

The initial distribution of velocities is usually randomly chosen from a Gaussian or 

Maxwell-Boltzmann distribution35-36, which gives the probability of atom 𝑖 having the velocity 

in the direction of 𝑟𝑖 at the temperature T by: 

𝑝(𝑣𝑖,𝑟) = (
𝑚𝑖

2𝜋𝑘𝑏𝑇
)

1

2
. 𝑒𝑥𝑝 (−

1

2

𝑚𝑖𝑣𝑖,𝑟
2

𝑘𝑏𝑇
)                                     (2.12) 

Velocities are then corrected so that the overall momentum of the system equals a zero: 

𝑃 = ∑ 𝑚𝑖
𝑁
𝑛=1 �⃗�𝑖 = 0                                                             (2.13) 

 

Integration Algorithms 

The solution of the equation of motion as mentioned above is a rather simple one which 

is only sufficiently good over a very short period of time, in which the velocities and 

accelerations can be regarded as constant. So, algorithms were introduced repeatedly 

performing small time steps, thus propagating the system’s properties (positions, velocities and 

accelerations) in time. Time steps are typically chosen in the range of 1 fs32-34. It is necessary 

to use such a small time step, as many molecular processes occur in such small periods of time 

that they cannot be resolved with larger time steps. A time series of coordinate sets calculated 
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this way is referred to as a trajectory and a single coordinate set as a frame. All algorithms 

assume that system’s properties (positions, velocities and accelerations) can be approximated 

by a Taylor series expansion32-34: 
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                                   (2.14) 

with 𝑟, 𝑣 and 𝑎 being the positions, the velocities and the accelerations of the system. The 

series expansion is usually truncated after the quadratic term.  

Verlet Algorithm 

The most widely used algorithm for integrating the equations of motion in MD 

simulations is the Verlet algorithm32-34. It can be derived by simply summing the Taylor 

expressions for the coordinates at the time (𝑡 + 𝛿𝑡) and (𝑡 − 𝛿𝑡): 

                      𝑟(𝑡 + 𝛿𝑡) = 𝑟(𝑡) + 𝛿𝑡. 𝑣(𝑡) +
1

2
𝛿𝑡2. 𝑎(𝑡) + ⋯ 

                      𝑟(𝑡 − 𝛿𝑡) = 𝑟(𝑡) − 𝛿𝑡. 𝑣(𝑡) +
1

2
𝛿𝑡2. 𝑏(𝑡) − ⋯ 

⇒ 𝑟(𝑡 + 𝛿𝑡) = 2𝑟(𝑡) − 𝑟(𝑡 − 𝛿𝑡. ) + 𝛿𝑡2. 𝑎(𝑡)  (2.15) 

Thus, it uses the position 𝑟(𝑡)  and acceleration 𝑎(𝑡) at time t and the positions from the 

previous step 𝑟(𝑡 − 𝛿𝑡) to calculate new positions 𝑟(𝑡 + 𝛿𝑡). In this algorithm velocities are 

not explicitly calculated but can be obtained in several ways. One is to calculate mean 

velocities between the positions 𝑟(𝑡 + 𝛿𝑡) and 𝑟(𝑡 − 𝛿𝑡). 

𝑣(𝑡) =
1

2𝛿𝑡
. [𝑟(𝑡 + 𝛿𝑡) − 𝑟(𝑡 − 𝛿𝑡)]                                       (2.16) 

The advantages of this algorithm are that it is straight forward and has modest storage 

requirements, comprising only two sets of positions 𝑟(𝑡) and 𝑟(𝑡 − 𝛿𝑡), and the accelerations 
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𝑎(𝑡). The disadvantage, however, is its moderate precision, because the positions are obtained 

by adding a small term [𝛿𝑡2. 𝑎(𝑡)]  to the difference of two much larger terms 

[2𝑟(𝑡) − 𝑟(𝑡 − 𝛿𝑡)] . This results in rounding errors due to numerical limitations of the 

computer. Furthermore, this is not a self-starting algorithm. New positions 𝑟(𝑡 + 𝛿𝑡)  are 

obtained from the current positions 𝑟(𝑡) and the positions at the previous step 𝑟(𝑡 − 𝛿𝑡). So, 

at t = 0 there are no positions for 𝑟(𝑡 − 𝛿𝑡) and therefore it is necessary to provide another way 

to calculate them. One way is to use the Taylor expansion truncated after the first term: 

𝑟(𝑡 + 𝛿𝑡) = 𝑟(𝑡) + 𝛿𝑡. 𝑣(𝑡) +
1

2
𝛿𝑡2. 𝑎(𝑡)+. . . 

                 ⇒ 𝑎(−𝛿𝑡) = 𝑟(0) − 𝛿𝑡. 𝑣(0)                                  (2.17) 

Leap-Frog Algorithm 

There are several variations of the Verlet algorithm trying to avoid its disadvantages. 

One example is the leap-frog algorithm32-35. Leap-frog algorithm is used in my simulation. It 

uses the following equations: 

                                 𝑣(𝑡 +
1

2
𝛿𝑡) = 𝑣(𝑡 −

1

2
𝛿𝑡) + 𝛿𝑡. 𝑎(𝑡) 

                                 𝑟(𝑡 + 𝛿𝑡) = 𝑟(𝑡) + 𝛿𝑡. 𝑣(𝑡 +
1

2
𝛿𝑡)                      (2.18) 

where a(t) is obtained using 

  𝑎(𝑡) = −
1

𝑚
.
𝑑𝑉

𝑑𝑟
                                                    (2.19) 

First, the velocities 𝑣(𝑡 +
1

2
𝛿𝑡)  are calculated from the velocities at 𝑣(𝑡 −

1

2
𝛿𝑡)  and the 

accelerations 𝑎(𝑡) . Then the positions 𝑟(𝑡 + 𝛿𝑡)  are deduced from the velocities just 

calculated and the positions at time t. In this way the velocities first ‘leap-frog’ over the 

positions and then the positions leap over the velocities. The leap-frog algorithm’s advantages 
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over the Verlet algorithm are the inclusion of the explicit velocities and the lack of the need to 

calculate the differences between large numbers. 

An obvious disadvantage, however, is that the positions and velocities are not 

synchronized. This means it is not possible to calculate the contribution of the kinetic energy 

(from the velocities) and the potential energy (from the positions) to the total energy 

simultaneously. 

A2.2.4 Periodic Box and Minimum Image Convention: 

I use bulk simulation for my MD calculation. So, periodic box and minimum image 

convention is important for my calculation. For any size of the simulated system, the number 

of atoms N would be negligible as compared with the number of atoms contained in a 

macroscopic piece of matter. The ratio between the number of surface atoms and the total 

number of atoms would be very large, causing surface effects to be dominant. For this Periodic 

Boundary Condition (PBC) is used in which particles are enclosed in a box, and the box is 

replicated to infinity by rigid translation in all the three cartesian directions, completely filling 

the space32-33. The application of PBC allows us to simulate equilibrium system properties with 

a manageable number of atoms by eliminating surface effects. The basic idea behind the PBC 

is that if an atom moves in the original simulation box, all its images move in a concerted 

manner by the same amount and in the same fashion. The computational advantage of this 

method is that we need to keep track of the original image only as representative of all other 

images. As the simulation evolves, atoms can move through the boundary of the simulation 

cells. When this happens, an image atom from one of the neighboring cells enters to replace 

the lost particle. As a result of applying PBC the number of interacting pairs increases 

enormously. This is because of each particle in the simulation box not only interacts with other 
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particles in the box but also with their images. This problem can be handled by choosing a 

finite range potential within the criteria of minimum image convention32-33. The essence of the 

minimum image criteria is that it allows only the nearest neighbors of particle images to 

interact. Assuming potential range to be short, a minimum image convention is adopted that 

each atom interacts with the nearest atom or image in the periodic array. In the course of the 

simulation, if an atom leaves the basic simulation box, attention can be switched to the 

incoming image. In practice, the mechanism of doing so is to use the potential in a finite range 

such that the interaction of two distant particles at or beyond a finite length can be neglected. 

This maximum length must be equal to or less than the half of the box length used in the 

simulation. A cutoff distance Rc (half the box length) or potential cut off is defined when a 

particle is separated by a distance equal or larger than Rc, two particles do not interact with 

each other. This helps to avoid expensive force calculation32-33.  

A2.2.5 Thermodynamic Ensembles & Equilibration: 

Equilibration of the system is performed considering three main thermodynamics 

ensembles36: 

Microcanonical ensemble (NVE ensemble): In this ensemble there is no transfer of energy or 

matter between the system and surroundings, and the volume of the system remains fixed. In 

other words, this is a physical system where the total number of particles (N), the total volume 

(V), and the total energy (E) are constant.  

Canonical ensemble (NVT ensemble): In the canonical ensemble, the volume of the system is 

fixed, and energy can transfer across the boundary between system and surroundings, but the 

matter cannot. The canonical ensemble applies to systems of any size considering system 

immersed in a heat bath at a temperature (T), where the heat bath is much larger than the system. 
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As the system and surroundings are in thermal contact, the system will transfer heat to and 

from the surroundings until they are in thermal equilibrium. Therefore, unlike the NVE 

ensemble, the temperature of the canonical ensemble can be defined constant (T). This 

ensemble is abbreviated in terms of constant number of particles (N), total volume (V), and 

temperature (T). 

Isothermal-Isobaric ensemble (NPT ensemble):  In the isothermal-isobaric ensemble, energy 

can transfer across the boundary, but matter cannot. The volume of the system can change such 

that the initial pressure of the system matches the pressure exerted on the system by its 

surroundings. Similar to the canonical ensemble, isothermal-isobaric ensemble can be 

described as a system immersed in a heat bath at a temperature (T), where the heat bath is much 

larger than the system.  This ensemble maintains a constant total number of particles (N), and 

constant temperature (T) and pressure (P), typically abbreviated NPT ensemble. 

Equilibration of a system is often conducted in two phases. The first phase is conducted 

under an NVT ensemble, where the system is equilibrated at a desire temperature T keeping 

the N and V constant. In the second phase equilibration of pressure is conducted under an NPT 

ensemble. After the system is well equilibrated at the desired temperature and pressure 

production Molecular Dynamics is usually performed at NPT ensemble which most closely 

resembles the experimental conditions.  

Temperature Control: 

The temperature of the system is related to the time average of the kinetic energy which 

is given by: 

 < 𝐾 >𝑁,𝑉,𝑇=
3

2
𝑁𝑘𝐵𝑇                                                                              (2.20) 
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The easiest way to scale the temperature is to rescale the velocities i.e. if the temperature at 

time t is T(t) then the velocities are multiplied by a factor λ so that the associated change in 

temperature may be given as32-33: 
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                                                (2.21) 

Another alternative way to maintain the temperature is to couple the system to an external bath 

that is fixed at desired temperature. The bath acts as a source of thermal energy, removing or 

supplying heat from the system as appropriate. Here the velocities are scaled at each step in 

such a way that the rate of change of temperature is proportional to the difference in 

temperature between bath and system. 

𝑑𝑇(𝑡)

𝑑𝑡
=

1

𝜏
(𝑇𝑏𝑎𝑡ℎ − 𝑇(𝑡))                                                                         (2.22) 

τ is the coupling parameter whose magnitude defined the how closely the bath and system are 

coupled with each other32. So, the change in temperature between successive steps is 

𝛥𝑇 =
𝛿𝑡

𝜏
[𝑇𝑏𝑎𝑡ℎ − 𝑇(𝑡)]                                                                             (2.23) 

Thus, the scaling factor may be defined as 

𝜆2 = 1 +
𝛿𝑡

𝜏
[
𝑇𝑏𝑎𝑡ℎ

𝑇(𝑡)
− 1]                                                                             (2.24) 

A large value of τ the coupling is weak, while a smaller value indicates strong coupling. 

As the value of the coupling constant reaches onetime step, the algorithm reduces to a simple 

velocity scaling method. Based on previous work a coupling constant of 0.4 ps is seemed to be 
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useful for a time step of 1 fs32.  

Noose Hover Dynamics 

In both NVT and NPT ensemble the temperature needs to be maintained. Noose 

dynamics is a method for performing constant temperature dynamics32-33. In this approach an 

extra thermal reservoir variable is inserted into the dynamical equations to control the 

temperature. This needs a time step of 0.5 fs with the Verlet method in order to approach within 

3% of the target temperature. The smaller the time step, the closer it approaches the target 

temperature. 

�̇�𝑖 = 𝑓𝑖 − 𝜉𝑝𝑖                            

�̇� =
∑

𝑝𝑖
2

𝑚𝑖
⁄ −𝑁𝑘𝐵𝑇𝑖𝛼

𝑊
= 𝑣𝑇

2 [
∑

𝑝𝑖
2

𝑚𝑖
⁄

𝑖𝛼

𝑁𝑘𝐵𝑇
− 1] = 𝑣𝑇

2 [
𝜏

𝑇
− 1]                                        (2.25) 

Here ξ is the friction coefficient which is allowed to vary in time. W is the thermal inertia 

parameter which is replaced by 𝑣𝑇, a decay time for thermal fluctuations. N is the number of 

degrees of freedom. T stands for instantaneous ‘mechanical temperature’. If 
𝜏

𝑇
> 1, then the 

system temperature is hot, thus the friction coefficient ξ will increase and vice versa. 

Langevin Dynamics 

A molecular system in the real world is unlikely to be present in vacuum. The 

interaction of molecules causes friction and the occasional high velocity collision will perturb 

the system. Langevin dynamics attempts to extend MD to allow for these effects. This mimics 

the viscous effect similar to the procedure of Noose Hover dynamics and control the 

temperature by introducing damping and random forces the system32-33.  

 



Chapter 2 

82 | P a g e  
 

Pressure Control 

The pressure is calculated by the viral theorem of Claussius. It is defined as the 

expectation value of the sum of products of the coordinates of the particles and the forces acting 

on them32-33. This is written as 

𝑊 = ∑ 𝑥𝑖
𝑁
𝑖=1

𝑑𝑝

𝑑𝑥𝑖
                                                                       (2.26) 

Here the term derivative term is the derivative of the momentum (p) along the x direction of 

the ith particle. According to the theorem this product is equal to -3Nk
B
T. For an ideal gas 

where the interaction occurs only between the gas particles and the container the virial is equal 

to -3PV. However, there are forces which occur between the particles in a real gas and thus the 

total virial of a real system is equal to the sum of an ideal part i.e. -3PV and the interactions 

between particles32. 
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Here the term 
𝑑𝑣(𝑟𝑖𝑗)

𝑑𝑟𝑖𝑗
 represents the force fij between particle i and j. We thus have the following 

expression for the pressure: 
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Constant pressure simulation requires periodic boundary conditions. Pressure is controlled by 

dynamically adjusting the size of the cell and rescaling all atomic coordinates during the 

simulation. In constant pressure method sometime an additional degree of freedom s is 

considered, corresponding to the volume of the cubic simulation cell, which adjusts itself to 

equalize the internal and applied pressures32. This degree of freedom effectively serves as a 

piston and is given a mass W having units of mass.length-4. This degree of freedom mimics the 
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action of a piston on a real system. This is associated with a kinetic energy with velocity V: 

𝐾𝑣 =
1

2
𝑊�̇�2                                                                                                  (2.29) 

Thus, we have: 

𝑑𝑃

𝑑𝑡
=

(𝑃𝑑−𝑃)

𝑡𝑝
                                                                                                   (2.30) 

Here Pd is the desired pressure and tp is the time constant for pressure fluctuations. At each 

step the volume of the cell is scaled by a factor of χ and the molecular centre of mass by a 

factor χ0.33. Thus, we have:𝜒 = 1 − 𝛽
𝛿𝑡

𝑡𝑝
(𝑃𝑑 − 𝑃)    where, β=1/kBT .                  (2.31) 

This method when combined with a method of temperature control creates trajectories in the 

NPT ensemble. For the NPT ensemble according to the Noose Hoover dynamics the following 

equations are for pressure control32-33. 

 �̇� =
𝑝

𝑚𝑉1/3
 

�̇� = 𝑓 − (𝜒 + 𝜉)𝑝 

𝜒 =
�̇�

3𝑉
 

�̇� =
(𝑃−𝑃𝑑)𝑉

𝑡𝑝
2𝑘𝐵𝑇

                                                                                                             (2.32) 

Here ξ is given by the above equation, kB is the Boltzmann constant and f is the frictional force. 

Here we have to specify the desired pressure Pd, time constant tp, decay time νT and 

instantaneous temperature of the piston. In addition, the damping coefficients ξ and desired 

temperature of the molecule T are also specified for maintaining the constant temperature.  
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A2.3 Conformational Thermodynamics: 

Dihedrals angles of protein can be considered as the conformational variables. 

Multidimensional histograms of the dihedral angle distributions can estimate the 

conformational free energy and entropy for the protein-protein and protein-ligand interactions. 

In biomolecules, the long-ranged dihedral correlations have been found to be negligible except 

for some short-ranged correlations among the side chain torsions46. These observations 

practically illustrate the importance of completely reduced one dimensional histograms based 

on a single dihedral angle46. The histograms can be treated as the probability of finding the 

system in a given conformation; they can be interpreted as given by the Boltzmann factors of 

the corresponding effective free energies, while the entropies are given by the Gibbs formula36. 

For a system with conformational variable set {ξ1, ξ2,..ξi,…,ξN}, the normalized probability 

distribution is given by 

𝑃({𝜉𝑖}) =
1

𝑍
𝑒𝑥𝑝 [−

𝐻({𝜉𝑖})

𝑘𝐵𝑇
]                                                                            (2.33) 

where kB is the Botlzmann constant, T is the absolute temperature, 𝐻({𝜉𝑖}) is the Hamiltonian, 

and Z is the partition function of the system. The reduced probability distribution for a given 

conformational variable ξ can be obtained by integrating over the other variables in Eq. 2.33. 

𝑃(𝜉𝑖 = 𝜉) =
1

𝑍
∫ 𝑒𝑥𝑝 [

−𝐻({𝜉𝑖})

𝑘𝐵𝑇
] 𝛿(𝜉𝑖 − 𝜉)∏ 𝑑𝜉𝑖𝑖 =

1

𝑍
𝑒𝑥𝑝 [

−𝐺(𝜉)

𝑘𝐵𝑇
]                     (2.34) 

It defines the effective free energy G(ξ) or the potential of mean force associated with ξ. We 

can consider ξ as a function of θp and θl, where θp and θl are the dihedral angles for protein p 

and ligand l, respectively. Therefore, we can define following effective free energies from Eq. 

2.34: 
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                                                 (2.35) 

where subscript p+l, p and l indicate quantities associated with the complex, the protein and 

the ligand, respectively, while the superscripts c and f denote the complex and free state, 

respectively. 

Now the free energy change for ξ due to complexation is  

𝛥𝐺𝑐𝑜𝑛𝑓(𝜉) = −𝑘𝐵𝑇 𝑙𝑛 [
𝑃𝑝+𝑙
𝑐 (𝜉)

𝑃𝑝
𝑓
(𝜃𝑝)𝑃𝑙

𝑓
(𝜃𝑙)

]                                                          (2.36) 

If dihedral correlations are negligibly small, the conformational variables can be considered 

independent46 and we can write 

𝐺𝑝+𝑙
𝑐 (𝜉) = 𝐺𝑝

𝑐(𝜃𝑝) + 𝐺𝑙
𝑐(𝜃𝑙) and 𝑃𝑝+𝑙

𝑐 (𝜉) = 𝑃𝑝
𝑐(𝜃𝑝). 𝑃𝑙

𝑐(𝜃𝑙) 

Therefore, we can write from Eq. 2.36 
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                                          (2.37) 

The above expression implies that the thermodynamics is given separately in terms of the 

individual dihedrals. If we sum over all the dihedral angles of protein and peptide, we get the 

total conformational free energy change as follows46: 

𝛥𝐺𝑐𝑜𝑛𝑓
𝑡𝑜𝑡 = −𝑘𝐵𝑇∑ 𝑙𝑛

𝑃𝑝
𝑐(𝜃𝑝)

𝑃𝑝
𝑓
(𝜃𝑝)

𝜃𝑝 − 𝑘𝐵𝑇 ∑ 𝑙𝑛
𝑃𝑙
𝑐(𝜃𝑙)

𝑃
𝑙
𝑓
(𝜃𝑙)

𝜃𝑙 = 𝛥𝐺𝑐𝑜𝑛𝑓
𝑝𝑟𝑜𝑡 + 𝛥𝐺𝑐𝑜𝑛𝑓

𝑙𝑖𝑔
 (2.38) 
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From the equilibrated molecular dynamics simulation trajectory we can generate the 

normalized probability distribution of protein dihedral θ which is given by the histograms 

𝐻𝑝
𝑐(𝜃𝑝) and 𝐻𝑝

𝑓
(𝜃𝑝) and that for a ligand dihedral by 𝐻𝑙

𝑐(𝜃𝑙) and 𝐻𝑙
𝑓
(𝜃𝑙) in the bound and the 

free states, respectively. The peak of the histogram defines the equilibrium value of the relevant 

dihedrals. Then the equilibrium conformational free energy cost associated with any protein 

dihedral θ is 
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where the subscript max denotes the maximum of histogram. The free energy contributions 

from the neighborhood of the maximum can be accounted for within a Quasi Harmonic 

expansion about the maximum at θ = θ0 up to the quadratic term46, 

2

00

''

max ))((
2

1
)(  −−= HHH ,  

where 𝐻′′(𝜃0) = |𝐶(𝜃0)| is the curvature near the maximum. 

For multimodal histograms, free energies are computed by taking an average, weighted by the 

maximum values of the peaks46. 

The conformational entropy for a particular dihedral can be estimated directly using 

the Gibbs entropy formula, given for a dihedral ξ by 

𝑆𝑐𝑜𝑛𝑓(𝜉) = −𝑘𝐵 ∑ 𝐻𝑖𝑖 (𝜉) 𝑙𝑛𝐻𝑖 (𝜉)                                                                              (2.40) 

where the sum is taken over the histogram bins i with a nonzero value of 𝐻𝑖(𝜉). Therefore, the 

conformational entropy change for the dihedral is 

𝛥𝑆𝑐𝑜𝑛𝑓(𝜉) = −𝑘𝐵[∑ 𝐻𝑖
𝑐(𝜉) 𝑙𝑛 𝐻𝑖

𝑐 (𝜉) − ∑ 𝐻𝑖
𝑓
(𝜉) 𝑙𝑛𝐻𝑖

𝑓
(𝜉)𝑖𝑖 ]                                    (2.41) 
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In the Quasi Harmonic limit, the entropy associated with the histogram of any dihedral ξ can 

be expressed in terms of the entropy of a harmonic oscillator fitted to the peak46. The frequency 

of the oscillator of mass μ and force constant k is given by 𝜔 = √𝑘/𝜇 = √𝐶/𝜇.  

Therefore, entropy is given by  
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with h being the Planck’s constant. If Cf and Cc are the curvatures near maxima for the dihedral-

histogram in free and complexed states, respectively, then 
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)(                                                                            (2.42) 

For multi-peak histograms, Quasi Harmonic entropies are obtained by weighted average over 

the peaks with finite curvature around the maxima46.  

 The thermodynamics of conformational changes of a given residue are finally obtained 

by adding all the associated dihedral contributions. Total changes in 𝛥𝐺𝑐𝑜𝑛𝑓 and 𝛥𝑆𝑐𝑜𝑛𝑓 of 

protein or polypeptide are computed by adding the all residue contributions. 
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3.1 Introduction: 

 

All-atom molecular dynamics (MD) simulation studies on CαNN motif containing 

peptide fragments of functional proteins as discussed in chapter 2 indicate that anion induced 

conformational preference of the motif residues depends on the sequence and the type of 

anion1. Backbone atoms of the CαNN motif which do not possess any distinct electrical 

character mainly interact with the anion. Therefore, the stability of the anion is likely to 

associate with the charge polarization of the backbone motif atoms due to anion. Previous 

simulation studies based on classical force field calculations cannot account the charge 

polarization effects. Quantum chemical (QC) calculations considering electrons of different 

atomic species in the system can capture the charge polarization effects quite well 2-6. However, 

in large biomolecular system QC calculations are challenging due to the involvement of a large 

number of electrons. In such case electronic structure calculations by QC methods are usually 

done by truncating the system to only active parts4-5 and considered the solvent as a 

continuum2-6.  

Here I report on QC calculations on anion (sulphate or phosphate) coordinated CαNN 

motif fragments along with two flanking residues on both terminals, taken from the crystal 

structures of the same functional proteins as considered in Chapter 2. I consider all the 

fragments both with (denoted by WS and WP with sulphate and biphosphate, respectively) and 

without (denoted by WOS and WOP) anion. At physiological pH, the phosphate (PO4
3-) is 

mostly available in dibasic (HPO4
2-) form. So, I consider HPO4

2- instead of PO4
3- in my system 

as done in my previous MD simulation studies detailed in chapter 21. I also study the effect of 

anion replacement by replacing SO4
2- with HPO4

2- (SRP) and HPO4
2- with SO4

2 (PRS) in the 

corresponding motif fragment. The QC calculations are performed in vacuum, as earlier studies 
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show that metal ion coordination to protein fragments are well described by vacuum QC 

calculations5. Although the proteins structures are experimentally known, the polypeptide 

structures used in QC calculations are all optimized.  

I show that the stability of CαNN motif is governed by the coordination of motif atoms 

with oxygen atoms of anion. The sequence of the motif as well as the type of anion influences 

the coordination pattern and consequently, the stabilization energy. I compare the QC results 

with those from force field calculations reported in chapter 2. In this chapter, material & 

methods are discussed in section 3.2, results are in section 3.3, discussions are in section 3.4 

and conclusion are in section 3.5. 

 

3.2. Material & methods: 

3.2.1 Systems for study: 

 Anion (sulphate or phosphate) coordinated CαNN motif fragments along with two 

flanking residues on both terminals are taken from the crystal structures of different functional 

proteins as shown in details in Chapter 2: (1) SNQ fragment, (2) SQT fragment, (3) LYD 

fragment, (4) GIH fragment; and (5) SRS fragment. Here the first four fragments bind to 

sulphate and the last fragment is phosphate binding motif. The systems are shown in Table 3.1. 

Neutral caps are added, N-terminus by acetyl (-COCH3) group and the C-terminus by N-

methylamide (-NHCH3) group to the flanking residues, as done earlier7-10. The missing 

hydrogen atoms are added using visual molecular dynamics (VMD) based on CHARMM27 

topologies11.  
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Table 3.1: Systems taken for studies (Motif residues are shown in bold) 

System PDB Ids Fragment Sequences 

1 1F2D SNQ (77)Gln-Ser(Cα)-Asn(N)-Gln(N)-Thr(81) 

2 1KQR SQT (133)Ala-Ser(Cα)-Gln(N)-Thr(N)-Gln(137) 

3 1E3H LYD (131)Hse-Leu(Cα)-Tyr(N)-Asp(N)-Val(135) 

4 1AXI GIH (147)Thr-Gly(Cα)-Ile(N)-Hse(N)-Ala(151) 

5 1VDR SRS (64)Met-Ser(Cα)-Arg(N)-Ser(N)-Glu(68) 

 

3.2.2 Quantum chemical calculation: 

 The peptide fragments are optimized in vacuum using density functional form of 

electronic ground state12-21, explained in Appendices A3.1 and A3.2, in the Vienna Ab initio 

Simulation Package (VASP) with plane wave (PW)14, 20 basis and projector augmented-wave 

(PAW)19, 21 potentials, detailed in Appendix A3.2. DFT-PW calculations have been used to 

describe systems, like biomolecules in vacuum22-23 and water clusters24, where non-bonded 

interactions are better described. I use the plane wave basis with cutoff energy of 400 eV and 

periodic box size of 30 × 30 × 30 Å3 in the VASP17, 20-21, 25. I considered PAW potential with 

PBE as exchange-correlational functional and a gamma centered κ mesh of 1 × 1 × 1. I perform 

ionic relaxation for all the peptide fragment atoms followed by self-consistent calculations for 

relaxing the electronic degrees of freedom to determine the electronic ground state energy. 

Some benchmark calculations have been performed using the Gaussian 03 package, explained 

in Appendix A3.318 considering B3LYP functional with 6-31G (2d, 2p) basis set which is 

normally used for biomolecular systems4, 26-28. 
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3.2.3 Theoretical analysis: 

Root-mean-square deviation (RMSD) calculation: 

 I calculate the RMSD between the crystal structure of motif fragment and optimized 

structure of motif fragment in presence and absence of anion by superposing the two structures 

using the Pymol29 software and evaluating root-mean-square displacement between the atoms 

of the two motif fragments.  

Calculation of hydrogen bond: 

 For studying the hydrogen bonding interaction, I consider motif atoms as a hydrogen 

bond donor and oxygen atoms of anion as a hydrogen bond acceptor. I use the criteria of donor 

(D) to acceptor (A) atom distance < 3.5 Å and D-H-A angle > 120o for consideration of 

hydrogen bonding interaction. 

Calculation of partial density of state (PDOS):  

 I calculate the density of states (DOS), representing the number of electronic states per 

unit of energy (in eV), in the optimized geometry. The total DOS is calculated from the energy 

levels of each individual state by projecting the DOS on all the orbitals. I then compute the 

different contribution of the different orbitals for each and individual atoms and calculate the 

partial density of state (PDOS) of the atom.  

Calculation of stabilization energy: 

 I calculate the single point energy of the ion-electron system in the optimize structure 

of peptide fragments both in presence and absence of anion. The stabilization energy (SE), 

ΔESE is defined as the energy difference between the anion bound motif and the free 

components. I also calculate the energy difference by replacing the anion. 
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3.3 Results: 

3.3.1 Optimized geometry of motif fragments: 

The optimized structures of CαNN motif fragments are analyzed both in absence and 

presence of anion. Oxygen atoms of the anion are numbered according to the crystal structure 

of the corresponding peptide fragments. The optimized geometries of SNQ motif fragment in 

WOS, WS and SRP conditions are shown in Figures 3.1(a)-(c). With respect to the crystal 

structure the RMSD of optimized structures of SNQ motif fragment in WOS (Figure 3.1(a)), 

WS (Figure 3.1(b)) and SRP (Figure 3.1(c)) is 0.585 Å, 0.310 Å and 1.237 Å, respectively. 

Here in WS condition Cα and N1 atoms of the motif forms hydrogen bonds with O3 and N2 

atom of the motif forms hydrogen bond with O4 atom (Figure 3.1(b)). In SRP the hydrogen 

bond pattern is different; N1 and N2 atoms of the motif form hydrogen bonds with O3 atom of 

biphosphate and hydrogen bonding interaction between Cα atom of the motif and oxygen atom 

of anion is disrupted (Figure 3.1(c)). Similar patterns are observed in other motif fragments as 

shown in Figure 3.2. 

 

Figure 3.1: Optimized geometry of Cα NN motif residues in SNQ fragment: (a) in absence of sulphate (WOS), 

(b) in presence of sulphate (WS) and (c) in presence of biphosphate replacing the sulphate (SRP). The hydrogen 

bonds between motif atoms and oxygen atoms of anion are shown in yellow dotted line. 
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Figure 3.2: Optimized geometry of Cα NN motif residues in SQT fragment: (a) in WOS, (b) WS  and (c) SRP 

condition; LYD fragment: (d) in WOS, (e) WS and (f) SRP condition; GIH fragment: (g) in WOS, (h) WS  and 

(i) SRP condition; SRS fragment: (j) in WOP, (k) PRS and (l) WP condition. The hydrogen bonds between motif 

atoms and oxygen atoms of anion are shown in yellow dotted line. 

  



Chapter 3 

95 | P a g e  
 

 In SRP - SQT fragment Cα and N1 atoms of the motif form hydrogen bonds with O1 

atom of biphosphate, while hydrogen bond between N2 atom of the motif and oxygen atom of 

anion is disrupted (Figure 3.2). In SRP - LYD case Cα and N1 atoms of the motif form hydrogen 

bonds with O3 atom and N2 atom of the motif forms hydrogen bond with O2 atom of 

biphosphate (Figure 3.2). In SRP - GIH case Cα atom of the motif forms hydrogen bond with 

O2 atom and N1 and N2 atoms of the motif form hydrogen bond with O3 atom of biphosphate 

(Figure 3.2). In SRS fragment after replacement of biphosphate by sulphate (PRS - SRS) 

hydrogen bonding interaction between Cα atom of the motif and oxygen atom of anion is 

disrupted. N1 and N2 atom of the motif forms hydrogen bond with O2 and O4 atom of sulphate, 

respectively (Figure 3.2). Therefore, hydrogen bonding patterns between motif atoms and 

anion changes due to replacement of anion. However, in the optimized geometry of WS and 

WP fragments, most of the hydrogen bonds between anion and motif atoms are improved in 

terms of hydrogen bond distance and angle as depicted from Table 3.2. Cα and N1 atoms of 

the motif form hydrogen bonds with one oxygen atom of the anion concurrently and N2 atom 

of the motif forms hydrogen bond with another oxygen atom of anion. 

3.3.2 Coordination of anion: 

The PDOS contributions of the peptide and the capping atoms are calculated across the 

energy spectra. The energy values are given with respect to the Fermi energy. Representative 

cases are shown for SNQ fragment for WOS (Figure 3.3(a)), WS (Figure 3.3(b)) and SRP 

(Figure 3.3(c)) conditions. Similarly, data for SRS fragment in WOP, WP and PRS are shown 

in Figure 3.3(d), Figure 3.3(e) and Figure 3.3(f), respectively. PDOS of all capping atoms 

(black line) is found to be negligible compared to all peptide atoms (red line) in the entire 

energy range. Thus, QC results are not affected by the capping.  
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Table 3.2: Distance of sulphate/biphosphate O atom from motif atoms and hydrogen bonding angle between 

motif atom and O atom of sulphate/biphosphate for the systems in WS/WP condition 

Motif atom 

(X) 

Initial crystal structure Optimized Structure 
X-O1 

distance 

(Å) 

& 

X-H..O1 

angle 

X-O2 

distance 

(Å) 

& 

X-H..O2 

angle 

X-O3 

distance 

(Å) 

& 

X-H..O3 

angle 

X-O4 

distance 

(Å) 

& 

X-H..O4 

angle 

X-O1 

distance 

(Å) 

& 

X-H..O1 

angle 

X-O2 

distance 

(Å) 

& 

X-H..O2 

angle 

X-O3 

distance 

(Å) 

& 

X-H..O3 

angle 

X-O4 

distance 

(Å) 

& 

X-H..O4 

angle 

System: 1F2D (SNQ fragment) 

Cα 4.23 

105.49o 

5.59 

132.00o 

3.34 

130.54o 

4.92 

106.70o 

3.23 

90.61o 

5.11 

122.27o 

3.39 

128.77o 

4.74 

101.77o 
N1 4.04 

134.20o 

4.91 

167.68o 

2.75 

165.05o 

3.43 

131.82o 

3.21 

105.18o 

4.69 

139.95o 

2.68 

164.30o 

3.32 

108.62o 
N2 3.87 

147.14o 

4.95 

170.88o 

3.96 

150.34o 

2.64 

153.02o 

3.22 

126.48o 

4.78 

165.75o 

4.06 

140.81o 

2.66 

165.85o 

System: 1KQR (SQT fragment) 

Cα 4.70 

106.49o 

3.61 

136.24o 

5.66 

134.92o 

3.97 

115.42o 

4.28 

97.92o 

3.15 

130.45o 

5.32 

127.56o 

3.80 

105.05o 
N1 3.42 

122.84o 

2.86 

168.60o 

4.93 

158.24o 

4.07 

127.92o 

3.07 

109.98o 

2.68 

164.34o 

4.69 

149.71o 

4.07 

123.83o 
N2 3.14 

128.58o 

4.44 

134.60o 

5.49 

140.06o 

4.55 

170.62o 

2.78 

132.78o 

4.24 

150.02o 

5.17 

148.52o 

4.24 

165.98o 

System: 1E3H (LYD fragment)  

Cα 4.28 

141.33o 

3.96 

112.50o 

5.51 

142.17o 

3.44 

146.04o 

4.33 

126.37o 

3.89 

98.94o 

5.33 

130.18o 

3.12 

135.60o 
N1 4.73 

134.0o 

3.40 

114.96o 

4.80 

152.02o 

2.92 

158.94o 

4.59 

142.21o 

3.14 

112.16o 

4.43 

148.80o 

2.67 

166.88o 
N2 5.72 

161.43o 

3.40 

159.90o 

5.25 

137.02o 

4.60 

131.43o 

5.00 

166.68o 

2.62 

153.90o 

4.39 

132.29o 

4.03 

144.44o 

System: 1AXI (GIH fragment) 

Cα 5.40 

92.85o 

4.64 

92.44o 

3.54 

67.54o 

3.39 

106.94o 

5.13 

108.98o 

4.25 

104.59o 

3.08 

120.65o 

3.45 

78.35o 
N1 4.46 

149.85o 

4.85 

155.59o 

3.28 

124.10o 

2.88 

169.26o 

4.34 

138.20o 

4.57 

148.70o 

3.02 

110.15o 

2.65 

175.35o 
N2 4.30 

123.26o 

5.40 

156.84o 

3.13 

157.58o 

4.17 

140.03o 

3.89 

127.19o 

4.95 

163.87o 

2.65 

159.57o 

3.81 

141.00o 

System: 1VDR (SRS fragment) 

Cα 5.45 

108.80o 

3.42 

120.55o 

4.47 

91.21o 

3.64 

82.58o 

5.50 

116.42o 

3.08 

112.76o 

4.54 

88.53o 

4.53 

95.29o 
N1 5.00 

142.83o 

3.11 

162.03o 

3.15 

112.85o 

3.84 

115.02o 

4.88 

165.56o 

2.97 

157.12o 

3.36 

138.67o 

4.65 

154.09o 
N2 5.24 

161.93o 

4.72 

134.17o 

2.86 

162.06o 

4.20 

126.63o 

5.14 

172.14o 

4.13 

150.04o 

2.77 

160.16o 

4.33 

148.50o 

 

 

 



Chapter 3 

97 | P a g e  
 

 

 

Figure 3.3: PDOS of all peptide atoms barring the capping atoms (red) and the capping atoms (black) for different 

energy for SNQ fragment : (a) in absence of sulphate (WOS), (b) in presence of sulphate (WS) and (c) in presence 

of biphosphate replacing the sulphate (SRP); SRS fragment: (d) in absence of biphosphate (WOP), (e) in presence 

of biphosphate (WP) and (f) in presence of sulphate replacing the biphosphate (PRS).  

 

 

Figure 3.4: PDOS of (a) sulphate and (b) biphosphate for different energy. 
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The PDOS of different atoms of sulphate and biphosphate are shown in Figure 3.4(a) 

and (b), respectively. The PDOS peaks of oxygen atoms of anion are mainly distributed in the 

energy range -10 eV to -30 eV. PDOS of individual atoms of the motif residues S, N and Q in 

WS - SNQ fragment are shown in Figures 3.5(a)-(c), respectively as representative case. It 

shows that the major PDOS contributions of the atoms in motif residues come from the energy 

range -5 eV to -30 eV. 

 

Figure 3.5: PDOS of individual non-hydrogen atoms of the motif residue (a) S78, (b) N79 and (c) Q80 for 

different energy (E) in case of SNQ fragment in WS condition. 
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The coordination is given in terms of simultaneous PDOS contributions of motif atoms 

of the peptide fragment and the atoms of the anionic species in WS and WP cases. If the peaks 

of PDOS of a motif atom and an atom of the anion lie within 0.04 eV (thermal energy at room 

temperature), the atom pairs are taken to coordinate at an energy, given by the mean of the 

peak values. Figures 3.6(a)-(c) show the PDOS of the motif atoms of SNQ fragment along with 

sulphur and oxygen atoms of sulphate. It shows simultaneous PDOS contribution of the motif 

atoms and oxygen atoms of the sulphate take place within the energy range -10 eV to -16 eV. 

The lowest energy coordination takes place between N2 atom of the motif and O4 atom of 

sulphate at E = -15.30 eV. Both Cα and N1 atoms of the motif coordinate with O3 atom of 

sulphate at a slightly higher energy (-14.27 eV). These oxygen atoms of anion are also found 

to forms hydrogen bond with the motif atoms Cα, N1 and N2 in SNQ fragment. In case of SQT 

fragment PDOS of the motif atoms along with the sulphur and oxygen atoms of sulphate are 

shown in Figures 3.6(d)-(f). The lowest energy coordination takes place between Cα and N1 

atom of the motif and O2 atom of sulphate both at E = -11.70 eV. N2 atoms of the motif 

coordinate with O1 atom of sulphate at slightly higher energy, E = -11.04 eV. 

 In LYD fragment N1 and Cα atoms of the motif coordinate with O4 atom of sulphate 

at lowest energies E = -14.90 eV and -14.85 eV, respectively (Figures 3.7(a)-(c)). At E = -

13.48 eV, N2 atom of the motif coordinates with O2. N1 atoms of the motif also coordinate 

with O4 atom of sulphate at higher energy -13.44 eV and -11.28 eV. In GIH fragment lowest 

energy coordination takes place between N2 atom of the motif and O3 atom of sulphate at E = 

-16.52 (Figures 3.7(d)-(f)). At E = -15.01 eV, N2 atom of the motif also coordinates with O3 

atom of sulphate. N1 atoms of the motif coordinate with O4 atom of sulphate at higher energy, 

E = -10.06 eV.  
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Figure 3.6: PDOS of S (cyan), O1 (blue), O2 (green), O3 (red) and O4 (black) atoms of bound sulphate and motif 

atoms of peptide (magenta): (a) Cα of S (b) N1 of N and (c) N2 of Q in case of SNQ fragment and (d) Cα of S (e) 

N1 of Q and (f) N2 of T in case of SQT fragment in WS condition as function of energy. 
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Figure 3.7: PDOS of S (cyan), O1 (blue), O2 (green), O3 (red) and O4 (black) atoms of bound sulphate and motif 

atoms of peptide (magenta): (a) Cα of L (b) N1 of Y and (c) N2 of D in case of LYD fragment and (d) Cα of G (e) 

N1 of I and (f) N2 of H in case of GIH fragment in WS condition as function of energy. 
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Figures 3.8(a)-(c) show the PDOS of the motif atoms of biphosphate bound SRS 

fragment along with the phosphorus and oxygen atoms of biphosphate. Here, the lowest energy 

coordination takes place between N2 atom of the motif and O3 atom of biphosphate at E = -

11.95 eV. Both Cα and N1 atoms of the motif coordinate with O2 atom of biphosphate at a 

slightly higher energy (-11.12 eV). 

 

 

Figure 3.8: PDOS of P (cyan), O1 (blue), O2 (green), O3 (red) and O4 (black) atoms of bound biphosphate and 

motif atoms of peptide (magenta): (a) Cα of S (b) N1 of R and (c) N2 of S in case of SRS fragment in WP condition 

as function of energy. 
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Overall in case of SNQ, GIH and SRS fragments the lowest energy coordination takes 

place between oxygen atom of anion and N2 atom of the motif. For SQT and LYD fragments 

Cα and N1 atoms of motif coordinate with one oxygen atom of the anion simultaneously at 

lowest energy. In all these motif fragments, the coordinated oxygen atoms of anion are also 

found to be hydrogen bonded with the corresponding motif atoms (Table 3.2). I also study the 

simultaneous PDOS contributions of side chain atoms of the motif residues and the oxygen 

atoms of the anion. In case of S of SNQ fragment, other than Cα atom of motif residue side 

chain atoms Cβ and Oγ coordinate with O1 atom at E = -14.5 eV (Figure 3.9(a)). Side chain 

Nδ2 atom of motif residue N also coordinate with O3 atom of sulphate at E = -13.8 eV (Figure 

3.9(b)). Thus, the side chain atom of S in SNQ fragment participates in coordination with 

sulphate. However, side chain atom coordination in other motif sequences is not observed. 

 

 

Figure 3.9: PDOS of S (cyan), O1 (blue), O2 (green), O3 (red) and O4 (black) atoms of bound sulphate and (a) 

side chain atom of S, (b) side chain atom of N, (c) Cα and N atoms of the flanking residue Q77 and (d) Cα and N 

atoms of the flanking residue T81 in case of SNQ fragment in WS condition as function of energy.  
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 PDOS of individual atoms of terminal flanking residues Q77 and T81 in case of SNQ 

fragment along with atoms of sulphate are shown in Figures 3.9(c)-(d). Simultaneous PDOS 

contributions of oxygen atoms of sulphate and any of these atoms of flanking residue Q77 and 

T81 is not observed (Figures 3.9(c)-(d)). In the other cases also terminal flanking residues do 

not contribute simultaneously with the PDOS of oxygen atoms of anion in the ground state 

energy range. Therefore, the terminal flanking residues do not participate to coordinate with 

the oxygen atoms of anion. 

 3.3.3 Stabilization energy: 

 Stabilization energy ΔESE of the systems due to presence of anion is shown in Table 

3.3. Table 3.3 indicates that in all the cases the stability of the system enhances in presence of 

anion. However, ΔESE is sequence dependent: SNQ>SQT>LYD>GIH. In case of SNQ and 

SQT motif fragments where stabilization energy is higher all the coordinating residues are 

polar. The additional stability of SNQ compared to SQT may be due to coordination of side 

chain atom of S as well. LYD fragment gives more stabilization energy as compared to GIH 

fragment. In LYD fragment L is non-polar, Y is polar and D is acidic in nature. In GIH 

fragment G and I is non-polar and H is also non-polar at physiological pH. Presence of polar 

residue in LYD fragment gives larger stabilization energy as compared to GIH fragment. In 

biphosphate bound SRS fragment stabilization energy is less than sulphate bound cases, though 

there are two polar and one basic residue. 
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Table 3.3: Stabilization energy of CαNN motif containing fragments in presence of the anion 

 

Fragment containing the 

CαNN motif residues 

 

Stabilization energy in kcal/mol  

ΔESE = EWS/WP - (EWOS + ESO4/EHPO4) 

SNQ fragment (WS) -439.4 

SQT fragment (WS) -436.6 

LYD fragment (WS) -428.8 

GIH fragment (WS) -422.1 

SRS fragment (WP) -257.3 

 

3.3.4 Replacement of anion: 

 I also study the coordination of the motif atoms with the oxygen atoms of anion by 

replacement of anion. The coordination scenario changes due to anion replacement. In case of 

SRP - SNQ fragment PDOS of N atoms of the motif are found to appear simultaneously with 

the PDOS of O3 atom of biphosphate (Figure 3.10(a)-(c)). The lowest energy coordination 

takes place between N1 atom of the motif and O3 atom of biphosphate at E = -7.526 eV. N2 

atom of the motif coordinate with O3 atom of biphosphate at higher energy, E = -6.982 eV 

(Figure 3.10(b)-(c)). On the other hand, in presence of sulphate (WS – SNQ) motif atoms 

coordinate with oxygen atoms of sulphate at the energy range -16 eV to -14 eV. Thus, in 

contrast to the sulphate bound case, here the coordination takes place at higher energy. I find 

similar trends in all other cases. In SRP - SQT fragment energetically the deepest coordination 

takes place between N1 atom of the motif and O1 atom of biphosphate at E = -7.142 eV. N2 

atom of the motif coordinate with O3 atom of biphosphate at higher energy, E = -6.738 eV 

(Figures 3.10(d)-(f)).  
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Figure 3.10: PDOS of P (cyan), O1 (blue), O2 (green), O3 (red) and O4 (black) atoms of bound biphosphate and 

motif atoms of peptide (magenta): (a) Cα of S (b) N1 of N and (c) N2 of Q for SNQ fragment in different energy 

and (d) Cα of S (e) N1 of Q and (f) N2 of T for different energy in case of SQT fragment in SRP case. 

 

In SRP - LYD fragment the lowest energy coordination takes place between N1 atom of the 

motif and O3 atom of biphosphate at E = -7.939 eV. N2 atom of the motif coordinates with O2 

atom of biphosphate at slightly higher energy (-7.883 eV) (Figures 3.11(a)-(c)). The lowest 

energy coordination takes place between N1 atom of the motif and O3 atom of biphosphate at 

E = -11.123 eV in case of SRP - GIH fragment (Figures 3.11(d)-(f)). In case of PRS - SRS 
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fragment lowest energy coordination takes place between N2 atom of the motif and O4 atom 

of sulphate at E = -8.427 eV. N1 atom of the motif coordinates with O2 atom of sulphate at 

higher energy (-7.603 eV) (Figures 3.12(a)-(c)).  

 
 

Figure 3.11: PDOS of P (cyan), O1 (blue), O2 (green), O3 (red) and O4 (black) atoms of bound biphosphate and 

motif atoms of peptide (magenta): (a) Cα of L (b) N1 of Y and (c) N2 of D for different energy in case of LYD 

fragment and (d) Cα of G (e) N1 of I and (f) N2 of H for different energy in case of GIH fragment in SRP case. 
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Figure 3.12: PDOS of S (cyan), O1 (blue), O2 (green), O3 (red) and O4 (black) atoms of bound sulphate and 

motif atoms of peptide (magenta): (a) Cα of S (b) N1 of R and (c) N2 of S for different energy in case of SRS 

fragment in PRS case. 

 

 Thus, due to replacement of anion lowest energy coordination between motif atoms and 

oxygen atom of anion takes place at higher energy for all the fragments. Due to anion 

replacement in the motif fragment stabilization energy decreases and relative stabilization 

energy also becomes positive (Table 3.4) in all the cases, indicating energetically unfavorable 

conditions. 
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Table 3.4: Stabilization energy of CαNN motif containing fragments on replacement of anion 

Fragment 

containing the 

CαNN motif 

residues 

Relative stabilization energy due 

to replacement of anion in 

kcal/mol 

(ESRP/PRS + ESO4/HPO4) - (EWS/WP + 

EHPO4/SO4)  

SNQ fragments 

(SRP) 

 

441.2 

SQT fragment 

(SRP) 

 

280.0 

LYD fragment 

(SRP) 

 

308.9 

GIH fragment 

(SRP) 

 

531.2 

SRS fragment 

(PRS) 

 

104.5 

 

3.3.5 Benchmark calculations: 

 I also perform benchmark calculations for SQT fragment using Gaussian 0318 

considering B3LYP functional with 6-31G (2d, 2p) basis set which is normally used for 

biomolecular systems4,26-28. I find that the dihedral angles (φ, ψ, χ1) in the VASP optimized 

and crystal structures are similar (Table 3.5). Consequently, I take the crystal structure and 

perform partial optimization of SQT peptide fragment both in presence and absence of sulphate 

by fixing all the non-hydrogen atoms. In the optimized geometry I analyze the orbital 

contributions of motif atoms and anion over the molecular orbitals of the system. I also study 

the charge distribution in the optimized geometry both in presence and absence of sulphate 

using natural population analysis (NPA).  
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Table 3.5: Dihedral conformations (φ, ψ, χ1) of motif residues in SQT fragment 

Residue 

Name 

Dihedral conformations  

(φ, ψ, χ1) in crystal structure 

Dihedral conformations 

(φ, ψ, χ1) in VASP optimized 

geometry 

S -71.9, 134.7, 130.4 -73.1, 135.1, 131.2 

Q -74.6, -29.1, -111.9 -73.9, -30.5, -112.0 

T -124.7, -16.2, 154.5 -123.9, -16.5, 157.1 

 

I compute the occupancies of all the atomic orbitals in the molecular orbitals. The 

calculations indicate that the simultaneous contribution of motif atoms and oxygen atoms of 

sulphate takes place within the energy range -14 to -18 eV in case of SQT fragment (Figure 

3.13). Cα and N1 atoms of the motif coordinate with O2 atom of sulphate at E = -15.52 eV and 

-15.98 eV, respectively. O1 atom of sulphate coordinate with N2 atom of the motif at E = -

16.12 eV. According to VASP results, Cα and N1 atom of the motif together coordinate with 

O2 atom of sulphate at E = -11.70 eV and N2 atom of the motif coordinates with O1 atom of 

sulphate at slightly larger energy, E = -11.04 eV. The coordination is comparable to the VASP 

results, although the coordination take place at lower energies. I also calculate the change in 

natural charges on the atoms of the motif residues due to presence of sulphate. I find that the 

amount of charges lost by sulphate (0.218) in bound state is distributed over the peptide 

fragments as shown in Table 3.6.  
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Figure 3.13: Orbital occupancy of S (black), O1 (cyan), O2 (blue), O3 (green) and O4 (red) atoms of bound 

sulphate and motif atoms of peptide (magenta): (a) Cα of S, (b) N1 of Q and (c) N2 of T in case of SQT fragment 

in WS condition as function of energy. 
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Table 3.6: Changes of natural charge of the atoms in motif residues and bound sulphate for SQT peptide fragment 

in case of WS and WOS/free conditions 

Atom 

Name 

Residue 

Name 

Natural charge in WS 

condition 

Natural charge in 

WOS/free condition 

Change of 

natural charge 

N S134 -0.6222 -0.63542 0.013 

 C S134 -0.18054 -0.1594 -0.021 

C S134 0.67262 0.67435 -0.002 

O S134 -0.65435 -0.58382 -0.071 

C S134 -0.11464 -0.11562 0.001 

H S134 0.39815 0.41813 -0.020 

H S134 0.30443 0.24561 0.059 

H S134 0.19988 0.22031 -0.020 

H S134 0.22589 0.26239 -0.036 

H S134 0.54182 0.51505 0.027 

O S134 -0.80379 -0.79491 -0.009 

N1 Q135 -0.67696 -0.67019 -0.007 

C Q135 -0.13226 -0.14284 0.011 

C Q135 0.68144 0.67384 0.008 

O Q135 -0.68023 -0.62575 -0.054 

C Q135 -0.48232 -0.47017 -0.012 

C Q135 -0.54625 -0.55054 0.004 

C Q135 0.66216 0.66036 0.002 

N Q135 -0.86435 -0.84843 -0.016 

O1 Q135 -0.63355 -0.65 0.016 

H Q135 0.47638 0.4287 0.048 

H Q135 0.25695 0.29273 -0.036 

H Q135 0.2809 0.27334 0.008 
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H Q135 0.27936 0.23849 0.041 

H Q135 0.26018 0.27198 -0.012 

H Q135 0.24554 0.2656 -0.020 

H Q135 0.41648 0.43298 -0.016 

H Q135 0.39294 0.40891 -0.016 

N2 T136 -0.67237 -0.66635 -0.006 

C T136 -0.16513 -0.17257 0.007 

C T136 0.69499 0.68653 0.008 

O T136 -0.69016 -0.65312 -0.037 

C T136 0.09068 0.08502 0.006 

C T136 -0.72753 -0.72615 -0.001 

 T136 -0.76483 -0.78412 0.019 

H T136 0.47876 0.42652 0.052 

H T136 0.2838 0.30611 -0.022 

H T136 0.20607 0.23997 -0.034 

H T136 0.49869 0.49131 0.007 

H T136 0.21428 0.23613 -0.022 

H T136 0.22906 0.25747 -0.028 

H T136 0.2741 0.23005 0.044 

S SO4 2.66452 2.62088 0.044 

O1 SO4 -1.06616 -1.12756 0.061 

O2 SO4 -1.11814 -1.18002 0.062 

O3 SO4 -1.14681 -1.18244 0.036 

O4 SO4 -1.11587 -1.13087 0.015 
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3.4 Discussion: 

Since the same systems I have studied by classical force field simulations1, it is worth to 

compare the present results to those from simulations. Classical force field based molecular 

dynamics (MD) simulation studies show anion induced conformational preference in the motif 

residues1. A conformational preference of a residue has been defined as percentage of RH, β, 

LH and coil (C) over simulated conformation in equilibrium. It is observed that conformation 

of motif residues fluctuate without anion and anion typically stabilizes one of the residue 

conformations observed in absence of the anion1. If the conformational preference in the 

presence of anion is one as the minor population in the absence of anion, the residue is said to 

undergo conformational switching induced by the anion, else the residue does not undergo 

conformational switching. Table 3.7 and Table 3.8 show in details the conformational 

preference of motif residues and the coordination pattern in these residues. The motif residue 

in each peptide fragment which does not show conformational switching due to presence of 

anion coordinate with the oxygen atom of the anion at lowest energy. These residues are mostly 

polar in nature. The residues undergoing conformational switching have coordinated at higher 

energy levels in general. Thus, the residues having no conformational switching are the ones 

in energetically favorable condition for coordination.   

The connection between conformational switch and coordination energy is revealed by 

anion replacement as well, although the coordination energies are shifted to higher values. Due 

to anion replacement conformational switching of the motif residues is not observed in case of 

SNQ, SQT and GIH fragment (Table 3.8) where I observe coordination with anion oxygen, 

albeit shifted at higher energy than WS/WP cases. Only L in LYD fragment undergoes 

conformational switching in SRP condition. This residue does not participate in coordination 
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(Table 3.8). Similarly, S in SRS fragment undergoes conformational switching in PRS 

condition and it also does not participate in coordination. 

 

Table 3.7: Conformational preference of CαNN motif residues in different peptide fragments as observed in 

previous study1. Major conformational preference is marked in bold font 

 

Motif 

fragment 

 

Residue 

Conformational preference 

 

WOS 

 

WS/WP 

 

SRP/PRS 

SNQ S RH, β β β 

N RH RH RH 

Q RH, β RH RH 

SQT S RH, β RH RH, β 

Q RH, β RH RH, β 

T RH, β β RH 

LYD L RH, β β RH 

Y RH RH RH, β 

D RH β RH 

GIH G RH, β, LH, 

C 

RH RH, β, LH, C 

I RH, β RH RH, β 

H Β β RH, β, LH, C 

SRS S RH, β β β 

R RH RH RH 

S RH β RH 
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Table 3.8: Conformational switch of CαNN motif residues in different peptide fragments as observed in previous 

study1 and coordination energy of motif atoms with the oxygen atoms of anion observe in QC calculation. Deepest 

coordination energy is marked in bold font  

 

Motif 

fragment 

 

Residue 

 

Conformational switch 

Coordination Energy 

with motif atoms and O 

atom of anion in eV  

Presence 

of anion 

(WS/WP) 

 

Replacement 

of anion 

(SRP/PRS) 

Presence 

of anion 

(WS/WP) 

Replacement 

of anion 

(SRP/PRS) 

SNQ S No No -14.30  

N No No -14.292 -7.526 

Q No No -15.30 -6.982 

SQT S No No -11.699  

Q No No -11.699 -7.142 

T Yes No -11.043 -6.738 

LYD L No Yes -14.852  

Y No No -14.90 -7.939 

D Yes No -13.484 -8.883 

GIH G Yes No   

I Yes No -10.059 -11.123 

H No No -16.616  

SRS S Yes Yes -11.155  

R No No -11.123 -7.603 

S Yes No -11.955 -8.427 
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 According to the bioinformatics study30 based on the crystal structure database analysis 

of the sulphate/phosphate binding proteins, the anion binding CαNN motif interacts with the 

anionic oxygen via backbone Cα and N atoms of the consecutive motif residues in a specific 

pattern, where Cα and N1 atom of the motif interact with one oxygen atom of the anion 

concurrently and N2 atom of the motif interacts with another oxygen atom of anion. In QC 

study I find that this stable interaction pattern mainly stabilizes the anion in the motif and gives 

the anion selectivity. My studies also support the observation from previous biophysical 

studies31-32 based on the CαNN motif containing synthetic peptide fragments that polar residues 

are the primary ones to give stability to the motif. Based on this study and previous MD 

simulation studies I propose that the mode of binding interactions and anion recognition 

mechanism of CαNN motif for various functional proteins and model synthetic peptides is 

universal one.    

 

3.5 Conclusion: 

 The quantum chemical calculations show that the stability of CαNN motif is governed 

by the coordination of motif atoms with oxygen atoms of anion. The sequence of the motif 

influences the coordination energy and stabilization energy. I find larger stabilization energy 

in case of motif having more polar residues. Stability of the motif also depends on the type of 

anion. The most nontrivial aspect of my results is the intimate connection between coordination 

and conformational preferences of the residues which has not been established so far to the 

best of my knowledge. I consider the motif residues from different proteins which have 

different functional sites, and, therefore, this study may be useful to get the microscopic 
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insights into their functions. Similar analysis can be useful for understanding stability of other 

ligand binding motifs as well. 
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Appendices of Chapter 3 

 A3.1 Density Functional Theory for electronic structure calculations:  

Density functional theory (DFT) is a successful theory to calculate the electronic 

structure of atoms, molecules, and solids. Traditional electronic structure methods (e.g. 

Hartree-Fock method) attempt to find approximate solutions to the Schrodinger equation of N 

interacting electrons moving in an external, electrostatic potential (Coulomb potential 

generated by the atomic nuclei). However, there are serious limitations of this approach: (i) the 

problem is highly nontrivial, even for very small numbers N and the resulting wave-functions 

are complicated objects, (ii) the computational effort grows very rapidly with increasing N, so 

the description of larger systems becomes prohibitive. A different approach is taken in DFT 

where, instead of the many-body wave-function, the one-body density is used as fundamental 

variable. Since the density n(r) is a function of only three spatial coordinates (rather than the 

3N coordinates of the wave-function), density functional theory is computationally feasible 

even for large systems. The foundations of density functional theory are the Hohenberg-Kohn 

and Kohn-Sham theorems12-13.  

In ground-state DFT one is interested in systems of N interacting electrons described by the 

Hamiltonian 
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with the kinetic, potential and interaction energy operators T̂ , V̂  and eeV̂ , respectively. The 

central statement of density functional theory according to the Hohenberg-Kohn theorem can 
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be summarized in the following three statements13: 

1. The ground state electron density n(r) of a system of interacting electrons uniquely 

determines the external potential v(r) in which the electrons move and thus the Hamiltonian 

and all physical properties of the system. 

2. The ground-state energy E0 and the ground-state density n0(r) of a system characterized by 

the potential v0(r) can be obtained from a variational principle which involves only the density, 

i.e., the ground state energy can be written as a functional of the density, Ev0[n], which gives 

the ground-state energy E0 if and only if the true ground-state density n0(r) is considered. For 

all other densities n(r), the inequality 

][][ 0000 nEnEE vv =                                                   (3.2) 

holds. 

3. There exists a functional F[n] such that the energy functional can be written as 

)()(][][ 0

3

00 rnrrvdnFnEv +=                                     (3.3) 

The functional F[n] is universal in the sense that, for a given particle-particle interaction, it is 

independent of the potential v0(r) of the particular system under consideration, i.e., it has the 

same functional form for all systems. 

From the Hohenberg-Kohn variational principle, i.e., the second statement given above, 

the ground-state density n(r) corresponding to the external potential v(r) can be obtained as 

solution of the Euler equation12-13 
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The formal definition of the Hohenberg-Kohn functional F[n] is12-13, 

+=+= ][|ˆ|][][|ˆ|][][][][ nVnnTnnVnTnF eeee       (3.5) 

where ψ[n] is that N-electron wave-function which yields the density n and minimizes the 

expectation value of eeVT ˆˆ + . 

Hohenberg-Kohn theorem provides the basic theoretical foundation for the construction of an 

effective single-particle scheme which allows the calculation of the ground-state density and 

energy of systems of interacting electrons. The resulting equations, the so-called Kohn-Sham 

equations, are at the heart of modern density functional theory. They have the form of the 

single-particle Schrodinger equation12-13 

)()()(
2

2

rrrv iiis  =







+


−                                                        (3.6) 

The density can then be computed from the N single-particle orbitals occupied in the ground 

state Slater determinant 

2|)(|)( rrn
occ

i

i=                                                                            (3.7) 

The central idea of the Kohn-Sham scheme is to construct the single-particle potential vs(r) in 

such a way that the density of the auxiliary non-interacting system equals the density of the 

interacting system of interest. To this end one can partitions the Hohenberg-Kohn functional 

in the following way13 

][][][][ nEnUnTnF xcs ++=                                                           (3.8) 
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Where   −
=

|'|
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'
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rr

rnrn
rdrdnU                                          (3.9) 

is the classical electrostatic energy of the charge distribution n(r), and Exc[n] is the exchange-

correlation energy which is formally defined by 

][][][][][ nTnUnVnTnE Seexc −−+=                                             (3.10) 

From the above definitions one can derive the form of the effective potential using Eq. (3.6) 
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where the exchange-correlation potential vxc is defined by13 
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=                                                                        (3.12) 

Since vs[n](r) depends on the density, Eq. (3.6), (3.7) and (3.11) have to be solved self-

consistently. This is known as the Kohn-Sham scheme of density functional theory. 

Formal definition of the exchange-correlation energy is not helpful for practical 

calculations and one needs to use an approximation for this quantity13. The true Exc is a 

universal functional of the density, i.e., it has the same functional form for all systems. The 

simplest of all functional, the so-called local density approximation (LDA)12-13 has remained 

the approximation of choice. In LDA, the exchange-correlation energy is given by 

))(()(][ 3 rnerrndnE unif

XC

LDA

XC =                                                (3.13) 

where ))(( rneunif

XC  is the exchange-correlation energy per particle of an electron gas with 

spatially uniform density n. It can be obtained from quantum Monte Carlo calculations. By its 
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very construction, the LDA is expected to be a good approximation for spatially slowly varying 

densities. LDA has proved to be remarkably accurate for a wide variety of systems13. 

There are two fundamentally different numerical approaches that are used for solving 

the Kohn–Sham equation as is required in large-scale DFT calculations. The first approach 

represents the electron density orbitals by a plane wave basis set which is most naturally 

applied to condensed phase systems in which the imposition of periodic boundary conditions 

(implicit in the use of plane waves, which are periodic) is appropriate. Plane wave methods 

have been implemented by two different algorithmic approaches. Car–Parinello methods14-17 

mandate performing ab-initio molecular dynamics, evolving the system by means of an 

extended Lagrangian formalism. This type of approach is most useful in studying dynamics in 

liquids and molten solids. Conjugate gradient-based optimization approaches, implemented in 

programs such as Vienna ab-initio Simulation Package (VASP)17 is typically used to electronic 

structure calculation in solid state and material science problems. The alternative to plane wave 

methods is the use of localized, atom-centered Gaussian basis sets, as has been used for many 

years in solving the Hartree–Fock equations. Indeed, most localized basis implementations of 

DFT were developed by modifying existing Hartree–Fock codes, as was done, for example, in 

the GAUSSIAN series of programs18. The use of Gaussian basis functions allows hybrid DFT 

functionals to be treated in straightforward fashion. Gaussian calculations are all-electron 

calculations, while the VASP calculations are full-potential valence-only calculations. As a 

consequence, Gaussian calculations will be very expensive for larger systems for which plane 

wave calculations are suited very well. 
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A3.2 Quantum chemical calculation using VASP: 

Complex package for performing ab-initio quantum-mechanical molecular dynamics (MD) 

simulations using pseudo-potentials or the projector-augmented wave method and a plane 

wave basis set is VASP17. The approach implemented in VASP is based on the (finite-

temperature) local-density approximation with the free energy as variational quantity and an 

exact evaluation of the instantaneous electronic ground state at each MD time step. 

Efficient matrix diagonalisation schemes and an efficient Pulay/Broyden charge density 

mixing are used in VASP. These techniques avoid all problems possibly occurring in the 

original Car-Parrinello method, which is based on the simultaneous integration of electronic 

and ionic equations of motion17. Ultra-soft Vanderbilt pseudo-potentials (US-PP) or the 

projector-augmented wave (PAW) method describes the interaction between ions and electrons. 

In this PAW method, the size of the basis-set can be kept very small even for transition metals 

and first row elements like C and O. Generally, not more than 100 plane waves (PW) per atom 

are used for bulk materials, in most cases even 50 PW per atom will be enough for a reliable 

description. Forces and the full stress tensor can be calculated with VASP and used to relax 

atoms into their instantaneous ground-state. Pseudo-potentials have been introduced to avoid 

the need for an explicit treatment of the strongly bound and chemically inert core electrons. 

They are a necessary ingredient of all plane-wave methods, but they can also be used in local-

basis set methods to reduce the computational effort17.  
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A3.3 Quantum chemical calculation using GAUSSIAN: 

GAUSSIAN is a computational chemistry software program used for performing the 

quantum chemical calculations. GAUSSIAN calculations are all-electron calculations 

considering localized, atom-centered Gaussian basis sets with different functional forms18. The 

GAUSSIAN program is usually controlled by specific keywords, which request given types of 

calculation. If the keywords are used, the program converts them to internal parameters, which 

then control the execution. 

Various steps in GAUSSIAN calculations in this thesis are summarized as follows: 

1. The first step is to read in a title for the job plus molecular charge, multiplicity (singlet, 

triplet, etc.), molecular geometry in the form of a Z-matrix. This consists of atomic 

numbers, bond lengths, bond angles, dihedral angles from which the Cartesian (x, y, z) 

coordinates are calculated. The information from the Z-matrix is then used to work out 

electronic configuration and the orbital occupancies.  

2. In the next step the nuclear repulsion energy which depends on the atomic numbers and 

the molecular geometry is calculated.  

3. The atomic orbitals or basis sets are then assigned to each nucleus. Ab-initio programs 

use an internally stored standard set of coefficients and exponents that define the 

orbitals (the basis set).  

4. Ab-initio programs next calculate the various one- and two-electron integrals required 

later in the calculation.  

5. Ab-initio programs then produce an initial guess of molecular orbitals used as a starting 

point for the SCF calculations.  The usual form of initial guess for ab-initio programs 

is that obtained from an extended Hückel calculation on the molecule of interest.  
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6. The solution to the SCF equations is iterated cycle by cycle until the electronic energy 

is at a minimum and the density matrix does not change. At this stage the calculation is 

said to be converged, or to have reached self-consistency, and the program proceeds to 

the next step.  

7. For a geometry optimization the atomic forces are then determined analytically and 

used to estimate the minimum-energy geometry for the molecular species being 

calculated.  

8. The above process is repeated for each new geometry until the atomic forces are close 

to zero and the total energy does not change significantly from cycle to cycle.  

9. The next stage of the calculation depends on the type of job to be performed. For a 

single point, the program may either move directly to the population analysis, which 

calculates the atomic charges, overlaps, dipole and higher moments. The correlation 

energy for DFT is then calculated.  

The flow chart for performing the typical ab-initio quantum chemical calculation in 

GAUSSIAN is shown in Figure A3.1. 
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Figure A3.1: Flow chart for performing the ab-initio quantum chemical calculation in 

GAUSSIAN 
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4.1 Introduction: 

Often bio-macromolecules, like many polypeptides and nucleic acids are highly 

charged. Counterion condensation in the vicinity of these bio-macromolecules is not only of 

crucial importance in biological phenomena1-3, but also relevant in applications, like medicine 

and catalysis4-5 and has been extensively studied6-10. Cationic polypeptides, rich in basic 

residues and involved in anion binding, sensing and transport, have drawn current interest for 

their ability to penetrate to lipid bilayers. Consequently, cationic polypeptides, also known as 

cell penetrating peptides (CPP)11-12 participate in defense mechanism by host cells13-14 and 

have potential use as drug carriers15-20. Experimental and simulation studies indicate the 

penetration by CPP into cell membrane depends on electrostatic interaction of the peptide with 

phosphate groups of lipid bilayer of cell membrane and is facilitated in presence of negatively 

charged species in solution21. These observations suggest that interaction of anionic species 

with these cationic polypeptides is of crucial importance.  

Unlike nucleic acids with uniform distribution of charges over backbone, charged 

functional groups, distributed non-uniformly over side chains of the residues. The cationic 

domains in CPPs are rich in arginine, a hydrophilic amino acid residue with basic guanidinium 

side chain at normal pH22-23. A Large number of naturally occurring enzymes24 also contain 

arginine. Several experiments show anion-mediated variability of charge and solubility of 

guanidinium-rich poly-peptides, also termed as “arginine magic”25-30, make them adaptable to 

many environments. Anion binding by mono-, oligo-, and polymeric guanidinium cations has 

also been reported31-39. Existing theoretical studies which are primarily based on coarse-

grained models10,40-45 do not capture explicit role of charged functional groups on counterion 

condensation. For instance, microscopic origin of “arginine magic” is not understood to the 
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best of our knowledge. Such microscopic information may also be useful to design 

polypeptides as drug carriers into a cell. 

Here I study by all-atom simulations of cationic polypeptide of a CPP in aqueous 

medium in presence of anions. The main objective is to emphasize the role of functional groups 

in the side chains and residue conformation in anion condensation. A simple model has also 

been studied to figure out the generic feature of observations from all-atom simulations. I 

consider HIV-1 Tat peptide, positively charged transduction domain of HIV-1 trans-activator 

of transcription (Tat) protein46, involved in immunological response to human immuno-

deficiency virus (HIV). HIV-1 Tat peptide is capable of translocating cargoes of different 

molecular sizes, such as proteins, DNA, RNA, or drugs, across cell membrane15-20, 47-50. The 

HIV-1 Tat peptide sequence (residues 48–60) is GRKKRRQRRRPPQ (denoted by one letter 

code, G = glycine, R = arginine, K = lysine, Q= glutamine and P = proline) with eight basic 

residues, R and K, a couple of polar Q and hydrophobic G and P47-50. NMR studies suggest 

that the polypeptide is unstructured in solution51. While G does not have any side chain, R has 

guanidium groups, both K and Q has one amide group each in the side chain, and P has a cyclic 

ring with nitrogen52. The anion is taken to be biphosphate (HPO4
2-), hydrated form of 

phosphate ions, at different concentrations in aqueous medium. It is observed that biphosphate 

condensation mostly take place around the side chain nitrogen atoms, facilitated by helical 

conformation preference of residue. The condensation attains a maximum and minimum 

solvent exposure as a function of anion concentration in the solution. Such microscopic 

information may be useful to design polypeptides as drug carriers into a cell. 
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The chapter is organized as follows: material & methods in section 4.2, results of all-

atom simulations in section 4.3, model calculation in section 4.4, discussion in section 4.5 and 

conclusion in section 4.6. 

 

4.2 Material & methods: 

4.2.1 Molecular Dynamics (MD) simulation:  

 The initial coordinates of the Tat peptide are taken from the NMR structure of the HIV-

1 Tat protein (PDB code 1JFW51, model 1) having sequence 48GRKKRRQRRRPPQ60 

(Figure 4.1). 

 

Figure 4.1: Structure of Tat peptide as found in NMR structure of HIV-1 Tat protein (PDB code 1JFW51). Side 

chain guanidium group containing arginine (R) residues are marked in bold font. 

 

All-atom MD simulations (Appendix A2.2) of Tat peptide are carried out both in absence and 

presence of biphosphate (HPO4
2-) using GROMACS simulation tool53-54 with Amber99ILDN55 

force field. I put the peptide in a cubical box having box length 55 Å and solvate the system 

such that there are at least 10 Å thick layers of water molecules around the solute in all 

directions.  
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Along with solvated peptide without biphosphate ions in solution (WOP), four different 

systems are prepared considering four different concentrations of anionic biphosphate ions in 

solution (WP). In these four systems I maintain the biphosphate concentration of 10 mM 

(WP10), 20 mM (WP20), 40 mM (WP40) and 60 mM (WP60) along with required numbers 

of Na+ and Cl- ions for neutralizing the charged system. Each system is relaxed through energy 

minimization. The long ranged electrostatic interactions are treated by the particle-mesh Ewald 

method. After energy minimization, the system is subject to 1 microsecond MD run in NPT 

ensemble using 2 femto-second integration time with periodic boundary conditions over the 

simulation box at the desired temperature (300 K) and pressure (1 Bar). Altogether I perform 

15 microseconds MD simulation in our study. For each system I have three independent MD 

trajectories. Conformations in each MD run are saved every 1 pico-second from the trajectories 

for further analysis. The trajectories are visualized with visual molecular dynamics (VMD)56.   

4.2.2 Theoretical analysis:  

Conformational preference of polypeptide residues: 

Conformational preference of the amino acid residues in polypeptide chain is analyzed 

based on the backbone dihedral angles of peptide residues as discussed in Appendix A2.1. The 

secondary structural preference of polypeptide residues is defined in terms of percentages of 

right-handed α-helix (RH), left handed α-helix (LH), β and coil (C) conformation over the 

simulated trajectory.  

Solvent accessible surface area (SASA): 

Surface area of a polypeptide that is accessible to a solvent can be measured in terms 

of SASA. With 1.4 Å probe radius of water molecule I calculate average SASA of the 
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individual peptide residues from the equilibrated MD trajectory using GROMACS tool 

considering double cubic lattice method53-54, 57. 

Anion distribution function: 

The distribution of anionic biphosphate around the peptide fragment is analyzed using 

distribution function )(rg PN

α

−

)(
 of P atom of biphosphate molecule with respect to the 

backbone and side chain N atom of α-th amino acid residue in the peptide fragment. The 

distribution function )(rg PN

α

−

)(

 
is defined as: )(rg PN

α

−

)(
= <N(r)>/(4πNρΔr)58, where <N(r)> 

is the number of P atom of biphosphate molecules averaged over time, within a distance r±Δr/2 

from the atom of interest, ρ is the density of biphosphate and N is the total number of 

biphosphate molecules in the system.  

 

4.3 Results of all-atom simulations: 

Equilibration of the studied systems is ensured from the root-mean-square 

displacement (RMSD) of the peptide segment considering backbone heavy atoms with respect 

to its initial energy minimized structure and the equilibrated trajectories are used for further 

analysis (Figure 4.2). The residues are denoted by one letter code of amino acid along with the 

residue number. The terminal residues are not considered in the analysis.  

Structural properties of peptide: 

The conformational preferences of the peptide residues are characterized in terms of 

secondary structural elements, like right handed α helix (RH), left handed α helix (LH), beta 

(β) and coil (C) conformation. The propensities of different structural elements of the peptide 

residues are calculated over the simulated trajectory. Figure 4.3 shows the percentages of 

different secondary structural elements of the peptide residues in absence of biphosphate and 
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different concentration of biphosphates. Most of the residues prefer β conformation in solution 

in WOP condition. 

 

 

Figure 4.2: Root-mean-square deviations (RMSD) of peptide chain with respect to the initial energy minimized 

structure in absence (a)-(c) and presence of 10 mM (d)-(f), 20 mM (g)-(i), 40 mM (j)-(l) and 60 mM (m)-(o) 

biphosphate ions in solution for three independent MD trajectories.   
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Figure 4.3: Conformational preference (RH: blue, β: green, LH: red, coil: black) of the residues in HIV-1 Tat 

peptide in (a) absence and presence of (b) 10 mM, (c) 20 mM, (d) 40 mM and (e) 60 mM concentration of 

biphosphate ions in solution. 

 

In presence of HPO4
2-, the conformational preferences of the residues change depending on 

the anion concentration. In WP10 system, R49, K50, K51, R52, R53, R55 and R57 remain in 

β conformation and Q54 switches to the LH conformation. R56, P58 and P59 switch from β to 

RH conformation. In WP20 condition, R49 fluctuates in between RH and β conformations; 

R53 prefers RH conformation; R55 acquires RH. Both P58 and P59 switch β to RH 

conformation and there is no change in conformational preference in the other residue. In 
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WP40 condition, Q54 switch in LH conformation; R55 is in RH conformation, but R56 

fluctuates between LH and β conformations and both P58 and P59 are in RH conformation. 

The conformational preferences of other residues remain same. In WP60, R49 switches to RH 

conformation. Both P58 and P59 are in RH conformation. The conformational preferences of 

other residues are not changed. Overall, it is observed that R53, Q54, R55 and R56 have the 

maximum helicity percentage at different biphosphate ion concentration. 

Anion condensation:  

The microscopic details of interaction between peptide residues and biphosphate ions 

are given in terms of biphosphate distributions, namely, number of biphosphate ions around 

different atoms in the residues within a spherical shell of radii r and r+Δr, from the centre of 

mass of biphosphate ion. The major condensation of the anionic biphosphate takes place 

around side chain nitrogen atoms, as shown in atomistic representation in Figure 4.4(a).  

 

 

Figure 4.4: (a) Condensation of the anionic biphosphate around side chain nitrogen atoms of peptide residues as 

found in MD simulation with 20 mM concentration of biphosphate ions in solution. (b) Radial distribution, 

)(r PNs

α

−

)(  and )(r PNb

α

−

)(  of P atom of biphosphate ion around side chain guanidinium group (black solid 

line), side chain NH group (gray dashed line) and backbone N atom (gray solid line) of R52 at 20 mM biphosphate 

concentration. 
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Biphosphate distributions around the backbone nitrogen are denoted by )(r PNb

α

−

)(  
and that 

around side chain nitrogen atoms by )(r PNs

α

−

)(  for the -th residue. In case of arginine 

average is taken over both nitrogen atoms in the side chain. Figure 4.4(b) shows that 

)(r PNs

R

−

)52(  
has strongly peaked structure near nitrogen atoms of the side chain guanidinium 

group of R52, whereas )(r PNb

R

−

)52(  shows relatively flat profile near the backbone nitrogen 

atom.  

 

 

Figure 4.5: (a)-(d) Radial distribution of P atom of biphosphate ion, )(r PNs

α

−

)(  around side chain 

guanidinium group of arginine (R) and (e) )(r PNb

α

−

)(  around backbone N atom of proline (P58) at different 

concentration of biphosphate ions in solution (WP10: gray dashed; WP20: black solid; WP40: gray solid and 

WP60: black dashed line) 
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Figure 4.5(a) shows that the )(r PNs

R

−

)52(  
is sharply peaked in WP20, whereas the 

peaks are much less pronounced for WP40 and the peaks vanish for both WP10 and WP60. In 

case of other residues, like R53 (Figure 4.5(b)), R55 (Figure 4.5(c)) and R56 (Figure 4.5(d)) 

)(r PNs

α

−

)(  
shows very similar trend with different biphosphate concentrations. Figure 4.5(e) 

shows the case of the hydrophobic residue P58. Here a peak of relatively lower height in the 

vicinity of side chain nitrogen is seen only for WP20, whereas in other cases the peaks are 

quite far from the side chain nitrogen. Figure 4.6 shows additional data for other residues. 

Figures 4.7 - 4.9 show distributions of biphosphate ion, )(r PNb

α

−

)(  
and )(r PNs

α

−

)(  
around 

different charged and polar peptide residues at different concentrations of biphosphate ions in 

solution. 

 

Figure 4.6: Radial distribution, )(r PNs

α

−

)( of P atom of biphosphate ion around side chain guanidinium group 

of arginine (R), side chain N atom of lysine (K), glutamine (Q54) and backbone N atom of proline (P) at different 

concentration of biphosphate ions in solution. (Gray dashed: WP10; black solid: WP20; gray solid: WP40 and 

black dashed: WP60 condition) 
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Figure 4.7: Radial distribution of biphosphate ion around backbone N atom, )(r PNb

α

−

)(  (gray solid line) and 

side chain N atoms, )(r PNs

α

−

)(  (black solid line: guanidinium group of arginine (R), side chain N atom of 

lysine (K) and glutamine (Q); gray dashed line: side chain NH group of arginine (R)) of basic and polar residues 

of Tat peptide in presence of 20 mM biphosphate ions in solution.  

 

Figure 4.8: Radial distribution of biphosphate ion around backbone N atom, )(r PNb

α

−

)(  (gray solid line) and 

side chain N atoms, )(r PNs

α

−

)(  (black solid line: guanidinium group of arginine (R), side chain N atom of 

lysine (K) and glutamine (Q); gray dashed line: side chain NH group of arginine (R)) of basic and polar residues 

of Tat peptide in presence of 40 mM biphosphate ions in solution. 
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Figure 4.9: Radial distribution of biphosphate ion around backbone N atom, )(r PNb

α

−

)(  (gray solid line) and 

side chain N atoms, )(r PNs

α

−

)(  (black solid line: guanidinium group of arginine (R), side chain N atom of 

lysine (K) and glutamine (Q); gray dashed line: side chain NH group of arginine (R)) of basic and polar residues 

of Tat peptide in presence of 60 mM biphosphate ions in solution. 

 

Maximum peak intensity of )(r PNs

α

−

)( ,  max
, marked in Figure 4.5(a) as a function 

of biphosphate ion concentration is shown in Figure 4.10(a) for arginines, R49, R52, R53, R55 

and R56. A non-monotonic dependence of  max
on biphosphate concentration is observed. 

 max
has maximum at 20 mM concentration of the anions. The data for maximum peak 

intensity around the side chain nitrogen in case of K50, K51 and Q54, shown in inset Figure 

4.10(a), also exhibit similar behavior.  
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Figure 4.10: (a) Variation of  max
in case of arginine residues (up-pointing triangle: R49, down-pointing 

triangle: R52, cross: R53, diamond: R55 and square: R56) as shown in main panel and in case of K50 (diamond), 

K51 (square) and Q54 (sphere) residues of peptide as shown in inset at different concentration of biphosphate 

ions in solution. (b) Distribution of side chain torsion angle χ1 and χ5 in absence (gray solid and gray dashed) and 

presence (black solid and black dashed) of 20 mM biphosphate ions in solution, and correlation between α-helical 

propensity of peptide residues and maximum biphosphate ions density around side chain nitrogen group,  max
 

as shown inset. 

 

The anion concentration in the vicinity of the peptide residues is also sensitive to the 

α-helix content. R53, Q54, R55 and R56 have maximum helicity percentage at different 

biphosphate concentration. Inset, Figure 4.10(b)) shows that there is a sharp rise in of  max
 

above a critical value of helical preference. There is a sharp rise in of  max
 above a critical 

value of helical content. The conformation sensitivity can be ascribed to change in side chain 

fluctuations in different secondary structure. The fluctuations of the side chain dihedrals, χ1 to 

χ5 are considered to this end. The histograms for χ1 and χ5 for R53 in WOP and WP20, as 

exemplary cases, are shown in main panel, Figure 4.10(b). The conformational preference of 

R53 is β in WOP, while that in WP20 is RH. The histograms in two cases are not so different 

for χ1, χ2 and χ3. However, the distributions for dihedrals χ4 and χ5 (Figure 4.10(b)) show 
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differences. The spectrum is broader, suggesting enhanced flexibility of side chains in the 

helical conformation helps to capture biphosphate ions. The hydrophobic residues P58 and P59 

also attain helix conformation. However, the effective hydrophobicity of the side chain does 

not allow them to have large anion condensation. 

 

 

Figure 4.11: (a) Solvent accessible surface area (SASA) of peptide residues in absence (black dashed line) and 

presence of different concentration of biphosphate ions in solution (10 mM: gray long dashed line, 20 mM: gray 

solid line, 40 mM: black long dashed line and 60 mM: black solid line). (b) Overall solvent accessible surface 

area (SASA) of peptide in absence and presence of different concentration of biphosphate ions in solution. 

 

I also calculate the solvent accessible surface area (SASA) of the polypeptide. The 

residue wise SASA in Figure 4.11(a) shows that the hydrophobic residues behave quite 

differently from the basic and polar residues. While the latter ones have the least SASA in 

WP20, the hydrophobic residues P58 and P59 have larger SASA in presence of biphosphate 

compared to the WOP case. SASA value of arginine residues decreases in WP20 case as 

compared to the WOP case and increased again in WP60 case. Biphosphate condensation gives 

hydrophilic character to the hydrophobic residues but shield the basic and polar residues from 

the solvent to reduce the solvent exposed area. This reduction in solvent exposed area of the 
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basic and polar residues is sensitive to anion concentration, since the anion condensation itself 

depends on the anion concentration. This sensitivity is reflected in the overall SASA. In 

absence of anion overall SASA of the peptide is around 1820 Å2. The SASA shows non-

monotonic changes with biphosphate ions concentration (Figure 4.11(b)) with minimum in 

WP20 where the anion condensation is maximum.  

 

4.4 Model Calculation: 

All-atom simulations show that the condensation of biphosphate ions around the basic 

residues is maximum at 20 mM concentration of anion. This observation can be rationalized 

based on two competitive interactions: attractive interaction between anions and basic residues 

and repulsion between the anions. Although the interactions are of electrostatic nature, a model 

system is considered with simple form of competitive interactions. Model system consists of 

free spherical particles in the presence of a model bead-spring chain, mimicking the anions and 

polypeptide respectively. The beads, having repulsion among themselves, represent sites of 

attraction for the free particles. The free spherical particles repeal themselves. The springs 

connecting the beads has elastic energy cost due to stretching and bending, representing 

polypeptide backbone.  

The details of model interactions are as follows. In the model system the non-bonded 

interaction energy between the beads is given by: 

.,)(4

,,,)(
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r

rforrU bb
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=

  

Harmonic potentials are considered for stretching and bending deformations of polymer chain 

associated with the bonded interactions among the beads via spring. The bonded interaction 

energy between beads is  
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r = length of the spring 

θ = angle between bonds connecting three successive beads 

r0 = equilibrium spring length = 1 

θ0 = equilibrium bond angle = 0 

The interactions between the free particles are hard sphere. The interactions between bead-

particle are: 

otherwise
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The particle diameter is the length unit and energy unit kBT at room temperature (T = 300 K). 

Here bondK σ2 / kBT= angK / kBT = ε/kBT = 1.0. The beads and the particles are taken to have the 

same size (1 nm) which is length unit and the thermal energy at room temperature the energy 

unit in our calculations. The Monte Carlo (MC) simulations (see Appendix A4.1 for details) 

for model system are run for 500,000 MC steps. Equilibration has been checked from energy 

of the system and last equilibrated 400,000 configurations are considered for evaluate different 

quantities.  

MC simulations are performed with different volume fraction of free particles (η0) with 

N (=100) beads in a cubic box of dimension 30 nm with the periodic boundary conditions on 

all three directions. η is computed by binning the distances between the beads and free particles 

averaged over equilibrium configurations. The data for different η0 are shown in Figure 4.12(a). 

There is a prominent first peak in η indicating condensation of the free particles around the 
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beads. The peak intensity at the first maximum of the distribution, ηs has a maximum around 

η0 = 0.005 (Figure 4.12(b)). This is qualitatively similar to the all-atom simulation result. 

 

Figure 4.12: (a) Distribution of number of free particles around a polymer bead (η) for different number of free 

particles (N) in the system. (b) Variation of S with 0 in model calculation. 

 

The existence of maximum of s a function of 0 can be understood also from free 

energy cost of placing the particles in the vicinity of a bead. The free energy of the particles 

reduces by coming in the vicinity of the bead due to attraction. However, this enhances 

repulsion between the particles. The free energy change can be given as 

2
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/ s
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at a temperature T. The first term account for reduction in 

energy due to bead attraction of magnitude  . The second term accounts for the repulsion 

between the particles via compressibility, T . The repulsive interaction will hinder the particles 

to get compressed in order to fit themselves in the vicinity of the bead. The minimum of the 

free energy is given by,  Ts = . One can estimate T  by using liquid state theories59, 

00
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−
= . Here 0C  is given by the integral of liquid direct correlation function for 
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hard sphere particles. I find that S  
has a maximum around 4.00 = (Figure 4.13) for 

0.1=
TkB


 (see Appendix A4.2 for details of calculations). Since all the beads attract the 

particles simultaneously, the maximum will scale down the optimum density by N, 

qualitatively accounting for observations of the model simulations. 

 

 

 

4.5 Discussion: 

The counter-anion condensation attains a maximum at an optimum biphosphate 

concentration (20 mM). Experiments show phase transfer of poly-arginine from water into 

chloroform in the presence of mixture of amphiphilic anions, like monomeric sodium dodecyl 

sulfate (SDS), egg yolk phosphatidylglycerol (EYPG), cholesterol sulfate, pyrene-butyrate, 

and stearate30 along with phosphate ions at 10 mM concentration. The presence of the other 

anions would further increase the overall charge concentration leading to concentration similar 

to the optimum concentration in my studies. The condensation of counter-anion is also found 

to correlate with helical conformational property of the peptide backbone. Helical 

conformation has been identified in case of many trans-membrane proteins and AMPs, such as 

Figure 4.13: Variation of S

with  according to analytical 

calculation.      
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alamethicin, magainin, melittin and ovispirin16-20 in hydrophobic environment within a lipid 

bilayer. The increase in counterion condensation is concomitant with decrease in SASA. This 

may be interpreted as neutralization of charges at the basic residues by the counter-anions, 

leading to effective hydrophobicity of the polypeptide and may be a driving factor for 

penetration into non-polar medium, as prevailing in lipid bilayer. This may be the microscopic 

picture of “arginine magic”. The side chain nitrogen atoms of basic residue lysine and polar 

residue glutamine also behave in similar way. However, the hydrophobic residues show 

hydrophilic character. Anion concentration can control solvent exposure of the peptide as a 

whole with minimum exposure at an optimal concentration. Such control may be suitable for 

designing carrier for drug molecules into cellular environment19. Proposed model generalizes 

the existence of the maximum in condensation, observed in the all-atom simulations, in terms 

competition between attractive and repulsive interactions. 

 

4.6 Conclusion: 

To conclude, all-atom simulations on HIV-1 Tat polypeptide in presence of 

biphosphate ions in a solution show that anions condense around the side chain nitrogen atoms 

in different basic functional groups of the residues. The condensation is maximum at an 

optimum biphosphate concentration in solution. The anions shield solvent exposure of the 

polypeptide so that the solvent accessible area of the polypeptide is minimum when the 

condensation is maximum. The anion condensation changes conformational propensity of the 

residues. These aspects may be relevant for therapeutic applications. Simplified statistical 

mechanics-based model study suggests that the maximum condensation at an optimum solvent 

condition is generic. This study may be helpful to use such cationic polypeptides as therapeutic 
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agents, like drug carriers, and understand competitive ligand binding quite common place in 

biological systems60-61.  
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Appendices of Chapter 4 

A4.1 Metropolis algorithm & Monte Carlo simulation: 

Monte-Carlo (MC) method allows one to evaluate the average properties of a system 

by generating a sequence of configurations (i.e., locations of all of the molecules in the system 

as well as of all the internal coordinates of these molecules) and assigning a weighting factor 

to these configurations58. By introducing an especially efficient way to generate configurations 

that have high weighting, the MC method allows to simulate extremely complex systems that 

may contain millions of molecules. In MC process, one must assume that the total energy E 

does not include the kinetic energy of the molecules; it is only the (intramolecular and 

intermolecular) potential energy of the system. Usually, this energy E is expressed as a sum of 

intra-molecular bond-stretching and bending contributions, one for each molecule, plus a pair-

wise additive intermolecular potential. However, the energy E could be computed in other 

ways, if appropriate because this process does not depend on how E is computed. In each “step” 

of the MC process, this potential energy E is evaluated for the current positions of the 

molecules of the system58. 

The Metropolis algorithm is generally adopted in the Monte Carlo simulation method58. 

The Metropolis algorithm generates a Markov chain of states. A Markov chain satisfies the 

following two conditions:  

1. The outcome of each trial depends only upon the preceding trial and not upon any 

previous trials.  

2. Each trial belongs to a finite set of possible outcomes. 

The equilibrium distribution for a molecular or atomic system is one in which the probabilities 

of each state are proportional to the Boltzmann factor. Briefly, the Metropolis algorithm 
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generates a trial Xi+1 from Xi by a system-appropriate random perturbation and accepts that 

state if the corresponding energy is lower. If, however E(Xi+1) > E(Xi), then the new state is 

accepted with probability P= exp(-β∆E), where ∆E = E(Xi+1) - E(Xi) > 0, by comparing P to a 

uniformly generated number on (0,1): if P > ran , accept Xi+1, and if P ≥ ran, generate another 

trial Xi+1 but recount Xi in the Markov chain. The result of this procedure is the acceptance 

probability at step i of: 

Pacc, MC = min [1, exp (-β∆E) ] 

            = min [1, ρ(Xi+1)/ ρ(Xi)] 

In this manner, states with lower energies are always accepted but states with higher energies 

have a nonzero probability of acceptance too. The perturbation by which coordinates are varied 

is usually chosen to make the fraction of MC steps that are accepted approximately 50% of the 

times of attempt. In this way, one generates a sequence of “accepted moves” that generate a 

series of configurations for the system of molecules in the system. This set of configurations 

has been shown to be properly representative of the geometries that the system will experience 

as it moves around at equilibrium at the specified temperature T. As the series of accepted 

steps is generated, one can keep track of various geometrical and energetic data for each 

accepted configuration. The MC procedure thus allows us to generate an ensemble of 

configurations and compute the equilibrium average of any property of a system.  
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A4.2 Calculation of ηs : 

According to liquid state theory59, 
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5.1 Introduction: 

Cellular uptake of biologically active molecules is the major challenge in controlled 

drug delivery. Cell penetrating peptides (CPPs) have potential applications for targeted drug 

delivery due to their capability of translocation across the cell membrane1-3. The charged 

domains of the peptide allow interaction with hydrophilic head groups of the phospholipids, 

while the hydrophobic domains of the peptide interact with the hydrophobic core of the lipid 

bilayer, there by driving the peptide deeper into the membrane3-4. Despite several works to 

date, the molecular mechanism by which the counter-anion help arginine rich CPPs to traverse 

the membrane barrier has not been established. 

Several mechanisms have been proposed to describe translocation of CPPs5-13 through 

lipid bilayers. Among the CPPs, the arginine rich Tat peptide have been the most widely 

studied8, 10, 12-17. Several studies suggest that the peptide can directly pass through membrane 

via a temporary pore8, 10-12. The mechanism of direct penetration is seen plausible due to the 

action of related antimicrobial peptides, which are also charged, but in addition contain a large 

fraction of hydrophobic residues5-6, 18. These peptides are found to disrupt the bilayer and form 

pores in membranes. Previous biophysical studies suggest that polyarginines is able to deform 

the membrane and induce phase transition in lipid systems8-9, 19. Membrane composition with 

negatively charged lipids facilitates translocation of cationic peptides through lipid bilayer11, 

20. Tat and its derivatives are found to aggregate at phospholipid membranes and occasionally 

fuse vesicles9, 14-16. Recent study proposes a passive cell entry mechanism which is completely 

different from previously suggested direct translocation mechanisms13. Passive entry 

mechanism of arginine rich CPPs is associated with the branching and layering of membranes 
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that leads to bifurcate the lipid bilayer structure to multilamellar structures, and allows the 

peptide to enter by fusion13.   

It is found that counter-anion mediated inversion of charge and solubility of the CPPs 

can modulate the translocation property of the polyarginines through lipid bilayer21-28. Poly- 

and hexa-arginine is found to phase transferred from water into chloroform in the presence of 

amphiphilic anions. Refined combinations of hydrophilic anions, like phosphate, trifluoroacetic 

acid (TFA), heparin inhibited phase transfer of 5(6)-carboxy-fluorescein (CF)-polyarginine 

complexes into and across lipid bilayer membranes27. Therefore, charge neutralization by counter-

anion scavenging can increase the lipophilicity of polyarginine and modulate the translocation 

behavior of oligo- and polyarginines. Previous molecular dynamics simulation studies proposed 

that arginine rich peptide can directly pass through the membrane via a temporary pore10-12,17. 

However recent theoretical study considering different lipid compositions CPP is found to 

stabilize the pore rather than driving pore formation directly. CPPs can create lipid interface 

perturbation but fails to form complete pores unless external stress is applied29. 

In the previous chapter, I have considered the interaction of biphosphate anions with 

the Tat peptide. It is observed that anionic biphosphate ions in solution are condensed around 

the guanidinium head group of arginine residues and shield solvent exposure of the Tat peptide. 

The condensation attains maximum, solvent exposure being minimum at an optimum 

biphosphate concentration in the solvent. Here I study the influence of anionic biphosphate on 

the interaction of Tat peptide with lipid bilayer by all-atom molecular dynamics simulations. I 

show that condensation of biphosphate ions around the side chain of basic residues alters 

interaction between Tat peptide and negatively charged head group of the DPPC bilayer which 

induces stress and leads to uneven bilayer thickness. The chapter is organized as follows: 
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material & methods in section 5.2, results in section 5.3, discussion in section 5.4 and 

conclusion in section 5.5. 

 

5.2 Material & methods: 

5.2.1 Modeling of peptide-lipid system:  

 The initial coordinates of the Tat peptide are taken from the NMR structure of the HIV-

1 Tat protein (PDB code 1JFW30, model 1) having sequence 48GRKKRRQRRRPPQ60 as 

mentioned in chapter 4. The initial configuration of the DPPC bilayer with 128 lipids is 

generated using CHARMM-GUI31. I model three different systems: only lipid bilayer in water 

(LB), lipid bilayer along with Tat peptide but no biphosphate (LBP-WOP), and lipid bilayer 

along with Tat peptide and 20 mM biphosphate (HPO4
2-) ions (LBP-WP) in solution (Figure 

5.1).  

 

Figure 5.1: Modeled systems considered for MD simulation study: (a) lipid bilayer (LB), (b) lipid bilayer along 

with Tat peptide (LBP-WOP), and (c) lipid bilayer along with Tat peptide and 20 mM biphosphate (HPO4
2-) ions 

(LBP-WP) in solution. 
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Amber Lipid1432 force field parameters are used to describe the DPPC lipid bilayer and the 

Tat peptide is described with the Amber99ILDN33 force field. Tat peptide and biphosphate 

ions are placed in the upper part of the DPPC bilayer. The systems are solvated with water 

molecules in a 6.3 nm × 6.3 nm × 12.2 nm rectangular simulation box with periodic boundary 

condition in three dimensions. No water molecules are present in the hydrophobic core of the 

DPPC bilayer. They are present above and below the DPPC bilayer. The simple point charge 

(SPC)34 model is used to model water. Required numbers of Na+ ions are added for neutralizing 

the charged system and 20 mM biphosphate (HPO4
2-) ions concentration is considered in LBP-

WP case. 

5.2.2 Molecular Dynamics (MD) simulation:  

All-atom MD simulations of the three different systems are performed using 

GROMACS simulation tool35-36. Each system is relaxed through energy minimization. The 

long ranged electrostatic interactions are treated by the particle-mesh Ewald method. For 

equilibration of the systems a short NVT equilibration phase is followed by a longer NPT phase. 

After equilibration, each system is subjected to 1 microsecond MD run in NPT ensemble using 

2 femto-second integration time step with periodic boundary conditions over the simulation 

box at the desired temperature and pressure (1 Bar). All simulations are performed at a 

temperature of 323 K which is above the main phase transition temperature of the DPPC 

bilayer (314 K)37 at ambient pressure. Conformations in each MD run are saved every 1 pico-

second from the trajectories for further analysis. The trajectories are visualized with visual 

molecular dynamics (VMD)38. Equilibration of the studied systems is ensured from the root-

mean-square displacement (RMSD) of the peptide and lipid atoms with respect to its initial 
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energy minimized structure and the equilibrated trajectories are used for further analysis 

(Figure 5.2). I consider primarily the upper leaflet of the lipid bilayer exposed to the peptide. 

 

Figure 5.2: Root-mean-square deviations (RMSD) of peptide and lipid atoms with respect to the initial energy 

minimized structure in (a) LB (b) LBP-WOP, and (c) LBP-WP system. 

 

5.2.3 Theoretical analysis:  

Distribution function: 

The distribution of anionic biphosphate around the peptide fragment is analyzed using 

distribution function (r)ρ
(α

P

)

 of P atom of biphosphate molecule with respect to the side chain 

N atom of α-th amino acid residue in the peptide fragment. The distribution function (r)ρ
(α

P

)

 is 

defined as: (r)ρ
(α

P

)

= <N(r)>/(4πNρΔr), where <N(r)> is the number of P atom of biphosphate 

molecules averaged over time, within a distance r±Δr/2 from the atom of interest, ρ is the 
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density of biphosphate and N is the total number of biphosphate molecules in the system. 

Similarly, I calculate the distributions of lipid phosphate head group and carbon atoms of lipid 

tail from distance r between side chain nitrogen atom of the individual peptide residues and 

the center of mass of each of the head groups [ (r)ρ
(α

LP

)

] and that of each of the tails [ (r)ρ
(α

LC

)

], 

respectively. 

Structural properties of lipid bilayer: 

I calculate the following quantities to analyze the structural properties of the DPPC bilayer 

using the MEMBPLUGIN39 tool implemented in VMD. 

(i) Bilayer thickness: Bilayer thickness is defined as the distance between peaks of 

the phosphate atoms of lipid molecules calculated from density profile. I 

analyze the average thickness of the bilayer with the simulation time as well as 

the thickness map projected onto the xy-plane of the simulation box. 

(ii) Lipid tilt angle: For sn-1 tilt angle of DPPC I consider the vector connecting the 

atom C22 and C216, the first and the last carbon of the sn-1 chain. Similarly, 

for the sn-2 tilt angle of DPPC the atoms C32 and C316 of sn-2 chain are 

considered.  

(iii)  Radial distribution of P atom of lipid head group in the upper leaflet of the 

bilayer is defined with the distribution function (r)gP  = <N(r)>/(4πNρΔr), 

where <N(r)> is the number of P atom in the upper leaflet of the bilayer 

averaged over time, within a distance r±Δr/2 from the atom of interest, ρ is the 

density of P atom and N is the total number of P atom in the upper leaflet of the 

bilayer. 
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Principal component analysis (PCA) of lipid head group: 

I perform principle component analysis (PCA) of the upper leaflet of lipid bilayer in 

the studied systems using Bio3D suit of program with R software package40. Covariance matrix 

of positional fluctuations of P atom of the head group of lipids as derived from the equilibrated 

MD trajectories are considered for the upper leaflet of bilayer along the first two principal 

components of motion.    

 

5.3 Results: 
 

Lipid bilayer structure: 

I analyze the influence of Tat peptide on the structural properties of the DPPC bilayer 

in absence and presence of biphosphate ions. Figure 5.3(a) shows the variation of bilayer 

thickness with simulated time in the equilibrated trajectory in absence (LB) and in presence of 

Tat peptide both with biphosphate (LBP-WP) and without biphosphate (LBP-WOP) ions in 

solution.  

 

Figure 5.3: (a) Variation of bilayer thickness with simulation time in the equilibrated trajectory in absence (LB: 

black) and presence of Tat peptide (LBP-WOP: red and LBP-WP: green). (b) Distribution of bilayer thickness in 

absence and presence of Tat peptide (LB: black, LBP-WOP: blue, LBP-WP: red). 
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It indicates that the average bilayer thickness is similar both in absence and presence of Tat 

peptide without biphosphate (LBP-WOP), but higher in case of LBP-WP. Distribution of 

thickness of the bilayers over the equilibrated trajectories (Figure 5.3(b)) shows that average 

thickness value is around 39 Å with similar widths both in LB and LBP-WOP systems. In 

LBP-WP case, the average thickness increases to 42 Å. Moreover, the distribution is broader 

compared to the other two cases. 

PCA analyses have been carried out for the positional fluctuation of P atom of the head 

group of lipids in the upper leaflet of the bilayer in presence of Tat peptide with biphosphate 

ions (LBP-WP) and without biphosphate ions (LBP-WOP). I consider the amplitudes of 

fluctuations of various head groups in two conditions for first two principal components (PCs). 

Let αi, denote the amplitude of phosphate of the i-th head group in LBP-WP system and 𝛼𝑖
(0)

 

that in LBP-WOP system. )log(
)0(

i

i




for different head groups for two PCA components are 

shown in Figs. 5.4 (a) and (b).  

 

Figure 5.4: The variation of log(
𝛼𝑖

𝛼
𝑖
(0)) for the phosphate groups of the lipids in the upper leaflet of the bilayer 

along (a) PC1 and (b) PC2. 
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Positive values of logarithm mean enhanced fluctuation along the PC and negative value means 

reduced fluctuations in LBP-WP case. The figure shows that the fluctuations of lipids head 

group are not uniform along PC1 and PC2 in LBP-WP case as compared to the LBP-WOP 

case. Some of the lipids head group show enhanced fluctuation while other show reduced 

motion in LBP-WP case. 

Lipid tilt angle is defined as the angle between an arbitrary vector connecting two atoms 

within a lipid, and the bilayer normal (Z-axis). Lipid molecules consist of a polar or charged 

head group and a pair of nonpolar fatty acid tails, connected via a glycerol linkage. Two fatty 

acid chains, each typically having an even number of carbon atoms between 14 and 20, attach 

to the first and second carbons of the glycerol molecule, denoted as the sn-1 and sn-2 positions, 

respectively (Figure 5.5(a)).  

 

 

Figure 5.5: Molecular structure of DPPC lipid molecule (a) and distribution of the tilt angle of the acyl chains (b) 

sn-1 and (c) sn-2 of the lipid molecules at the upper leaflet of the lipid bilayer in absence (LB: black) and presence 

of Tat peptide (LBP-WOP: red and LBP-WP: green). 

 

The distributions of the tilt angles of the acyl chains (sn-1 and sn-2) of the lipid molecules at 

the upper leaflet of the lipid bilayer are shown in Figure 5.5. Average tilt angle for sn-1 (Figure 

5.5(b)) tail is similar in all the cases. However, the fluctuations are diminished in the presence 
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of Tat and the presence of biphosphate further reduces the fluctuations. The tilt angle for sn-2 

(Figure 5.5(c)) behaves differently.  Average value along with the fluctuation gets reduced in 

presence of Tat peptide without biphosphate and shows enhanced fluctuation with biphosphate 

ions. 

The radial distributions of P atoms of lipid head group (r)gP  in the upper leaflet of the 

bilayer are shown in Figure 5.6 for all the cases. This quantity shows distribution of the 

phosphate head groups. Figure 5.6 shows that the head groups have similar distribution in the 

upper leaflet both in absence and presence of Tat peptide.  

 

 

Figure 5.6: Distribution of P atom of lipid head group ( (r)gP ) in the upper leaflet of the lipid bilayer in absence 

(LB: green) and in presence (LBP-WOP: red, LBP-WP: black) of Tat peptide.  

 

Interaction of peptide with lipid bilayer: 

The interaction between the lipid atoms and the polypeptide are characterized in terms 

of distribution of the polar head group and hydrophobic tail of the molecules. (r)ρ
(α

LP

)

 denotes 

the distributions of centre of mass lipid phosphate head group at radial distance r from side 

chain nitrogen atom of the individual peptide residues. Similarly, (r)ρ
(α

LC

)

 represents the 
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distribution of the centre of mass of carbon atoms hydrophobic lipid tail groups for the α-th 

residue. In case of arginine residue, the average is taken over both nitrogen atoms in the side 

chain guanidinium group.  

 

Figure 5.7: Distribution of lipid phosphate head group around side chain nitrogen atom of the peptide residues, 

(r)ρ
(α

LP

)

 in absence (LBP-WOP: black) and presence (LBP-WP: gray) of biphosphate ion in solution. 

 

Figure 5.7 shows (r)ρ
(α

LP

)

 in LBP-WOP and LBP-WP systems. In LBP-WOP, (r)ρ
(α

LP

)

 has 

strong first peak around r = 5 Å for R49, K50, R52, R53, R55 and R56 residues. In case of 

K51, Q54, R57 (r)ρ
(α

LP

)

 also shows peak around r = 5 Å which is comparatively less intense. 

(r)ρ
(P

LP

)58

 and (r)ρ
(P

LP

)59

 show broad peak quite far from the side chain nitrogen. Therefore, side 
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chain of basic arginine and lysine residues are in the close vicinity of the negatively charged 

head group of lipid molecules which are in the upper leaflet of the lipid bilayer. In LBP-WP, 

the peaks of (r)ρ
(α

LP

)

 are much less pronounced for all the peptide residues than LBP-WOP 

system, except for Q54. (r)ρ
(Q

LP

)54

 (Figure 5.7(f)) shows strong intense peak at around r = 5 Å 

as compared to the LBP-WOP case. Therefore, in LBP-WP case only side-chain of Q54 makes 

close contact with the lipid head groups.  

 

 

Figure 5.8: Distribution of carbon atoms of lipid tail around side chain nitrogen atom of the peptide residues, 

(r)ρ
(α

LC

)

 in absence (LBP-WOP: black) and presence (LBP-WP: gray) of biphosphate ions in solution. 
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Distribution of carbon atoms of lipid tails with respect to the side chain nitrogen of 

peptide residues, (r)ρ
(α

LC

)

 data are shown in Figure 5.8. The peak intensities in these distributions 

are generally low. However, the distributions are lower in LBP-WP than in LBP-WOP. Thus, 

the presence of biphosphate keeps the peptide away from the hydrocarbon tail. The only 

exception is observed for Q54. For this residue, the distribution of the hydrocarbon tails is 

stronger in LBP-WP than in LBP-WOP.  

In order to understand the role of free biphosphate ions, biphosphate ion distribution 

(r)ρ
(α

P

)

 is considered in the LBP-WP system. Figure 5.9 shows (r)ρ
(α

P

)

 for the α-th residue. (r)ρ
(α

P

)

 

has strong peak at around r = 4 Å for basic arginine and lysine residues. In case of (r)ρ
Q

P

)54(

 

the peak intensity is much lower (Figure 5.9(f)). (r)ρ
(P

P

)58

 and (r)ρ
P

P

)59(

 show broad peak quite 

far from the side chain nitrogen (Figures 5.9(j), (k)). This is to be contrasted to the strong peak 

of (r)ρ
Q

LP

)54(

 in LBP-WP system (Figure 5.9(f)). Therefore (r)ρ
(α

P

)

 data suggest that the presence 

of biphosphate ions in the vicinity of the arginine and lysine residues of the peptide shield their 

interaction with phosphate head groups of lipid bilayer. Only polar residue Q54 with less 

biphosphate concentration interacts with the head group of lipid bilayer. For this residue, (r)ρ
(α

LC

)

 

data also show stronger distribution in LB-WP system than in LB-WOP system. Thus, Q54 is 

located in the vicinity of the bilayer, while the other basic residues are far from the bilayer. 
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Figure 5.9: Distribution of biphosphate ions around side chain nitrogen atom of the individual peptide residues, 

(r)ρ
(α

P

)

 in presence of biphosphate ions in solution (LBP-WP). 
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5.4 Discussion:  

Despite several works to date, mechanistic understanding of the cell penetration 

mechanism of CPPs is not yet clear. Previous studies suggest that antimicrobial peptides can 

induce positive curvature strain on lipid bilayers41-42 whereas amyloid peptides mainly induce 

negative curvature strain43. Tat peptide is found to capable of inducing both positive and 

negative curvature on a bilayer8, 44. Curvature affects the structural properties of lipid bilayer 

and facilitates the formation of pore on lipid bilayer, which indirectly helps in peptide 

translocation mechanism8, 10, 13, 19, 44. Formation of pore is associated with the disruption of 

membrane local structure due to rearrangement of lipids head group and alteration of the 

conformational properties of lipid molecules within the bilayer membrane. On the other hand, 

recent studies proposed that interaction of CPP with membrane bifurcate the lipid bilayer 

structure to multilamellar structures and forms vesicles that allows the peptide to enter by 

fusion without having to form transient pores13. Extra stress leading to membrane expansion 

has found to present in several biological systems, including bacterial cells and laboratory-

prepared uni-lamellar vesicles. External stress on the bilayer surface is also found to perturb 

the bilayer and facilitate the penetration of CPP without forming the pore29. Thus, it is plausible 

that membrane active CPPs utilize common mechanisms to disrupt the cell membrane. 

It is worthwhile to discuss the scenario suggested by the present studies. In LBP-WOP 

system, the basic arginine and lysine residues of the Tat peptide are found to interact with the 

negatively charged head groups of lipid bilayer, as can be seen in the simulation snapshots of 

Figure 5.10. Due to the electrostatic interactions, the peptide is mostly stabilized parallel to the 

upper leaflet of the lipid bilayer, where most of the side chain of basic arginine and lysine 

residues point towards the lipid head groups (Figure 5.10). 
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Figure 5.10: Simulation snapshots of Tat peptide interact with the upper leaflet of lipid bilayer in case of LBP-

WOP system. Tat peptide is represented as stick where residues are marked with different color (Arginine: red, 

Lysine: blue, Glutamine: purple, Proline: green, Glycine: orange).  
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Figure 5.11: Variation of minimum distance between peptide residues and phosphate head group of lipid 

molecules in the upper leaflet of lipid bilayer in case of LBP-WOP (red) and LBP-WP (black) system. 

 

Variation of minimum distance between peptide residues and phosphate head group of lipid 

molecules in the upper leaflet of lipid bilayer (Figure 5.11) also supports that Tat peptide is 

stabilized on the bilayer surface and prefers to stay within 5-10 Å from the upper leaflet of the 

lipid head group. This is also consistent to the (r)ρ
(α

LP

)

 data (Figure 5.7). Due to stabilization 

uniformly over the surface the local thickness does not show any variation as can be seen in 

the thickness map. The thickness map shows details of the local time-averaged thickness along 
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the xy-plane. Figure 5.12(a) and (b) indicate uniform thickness profile of lipid bilayer in LB 

and LBP-WOP case, local thickness values varying in the narrow range of 38 - 40 Å.  

 

 

Figure 5.12: Average thickness map of lipid bilayer projected onto the xy-plane of the simulation box in case of 

(a) LB and (b) LBP-WOP system.  

 

In LBP-WP system, the localization of peptide in the vicinity of the bilayer is quite 

different from the LBP-WOP system. Side chains of lysine and most of the arginine residues 

points opposite to the lipid head group due to the presence of biphosphate ions around them, 

as can be seen from the snapshots in Figure 5.13. Polar residue Q54 in the middle and adjacent 

R55 are only found to make close contacts with the phosphate head group of lipids. 

Hydrophobic resides P58 and P59 are also found to reside around 10 Å from the upper leaflet 

of the bilayer (Figure 5.11). 
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Figure 5.13: Simulation snapshots of Tat peptide interact with the upper leaflet of lipid bilayer in case of LBP-

WP system. Tat peptide is represented as stick where residues are marked with different color (Arginine: red, 

Lysine: blue, Glutamine: purple, Proline: green, Glycine: orange). Biphosphate ions are represented with ball and 

stick. 
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However, variations of minimum distance between peptide residues and phosphate head group 

of lipid molecules in the upper leaflet also show higher fluctuations in LBP-WP case than LBP-

WOP case (Figure 5.11). The residues typically keep large distance due to repulsion between 

biphosphate ions and lipid head group phosphates. Q54 and R55, having less biphosphate 

condensation is mostly found to stabilize within 5-10 Å from the upper leaflet of the lipids 

head group (Figure 5.11, Figure 5.13).  

  

 

Figure 5.14: Average conformation of Tat peptide bound on the upper leaflet of lipid bilayer (top view) along 

with average bilayer thickness profile projected onto the xy-plane of the simulation box in presence of biphosphate 

ions (LBP-WP) (Peptide residues are shown in stick representation with color according to Arginine: blue, Lysine: 

magenta, Glutamine: red, Proline: orange, Glycine: silver; Biphosphate ions are represented with ball and stick)   

 

The thickness map in Figure 5.14 shows uneven regions which is consistent to the 

larger spread in the thickness distribution in LBP-WP case. The thickness is much larger than 

in the normal LB system at the ends where the basic residues with biphosphate condensate 

around them. Not only the phosphate head groups are repelled by the anion condensate as 
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shown in the larger, but also the upper leaflet gets apart from the lower leaflet. This results in 

larger fluctuations in the tilt angle of the sn-2 tail, indicating less registry among the 

phospholipid tails. The larger separation between two lipid leaflets suggests that the polar Q54 

which is in the vicinity of the bilayer applies stress onto the contact point which is relaxed by 

enhanced separation between the leaflets. The (r)gP  data show that head group distribution 

does not change in the presence of the peptide, excluding the possibility of pore formation. 

In presence of biphosphate ions interactions between polar residues and lipid bilayer 

induce stress on the bilayer surface. Due to induced stress on the bilayer surface, the bilayer 

leaflets in the vicinity of the stressed region show larger separation and associated with the loss 

of compactness of lipid bilayer. Therefore, this study supports the recently proposed 

mechanism of the stress induced perturbation of the lipid bilayer that can facilitate the 

penetration of CPPs without forming pores29. It was found in previous biophysical study that 

counterion scavenging facilitate the translocation of arginine rich polypeptide through lipid 

bilayer27. This study provides the microscopic basis of interaction of arginine rich CPP with 

lipid bilayer in presence and absence of counter-anion and shows that the counter-anions help 

the Tat peptide to induce deformation of the bilayer.  
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5.5 Conclusion: 

Molecular dynamics simulations are performed to investigate the influence of anionic 

species in interaction of CPPs with lipid bilayer. It is shown that presence of anion can 

influence the interaction of HIV-1 Tat peptide with lipid bilayer. In absence of anion arginine 

rich positively charged peptide is absorbed on the negatively charged bilayer surface without 

changing the overall structural properties of lipid bilayer. Condensation of anion around basic 

arginine and lysine residues of peptide alters the absorption properties of the Tat peptide on 

the bilayer surface. Alteration of absorption property is associated with the induced stress on 

the bilayer surface that leads to uneven thickness adaptation of the lipid bilayer. Absorption of 

Tat peptide in presence of anion increase the average thickness of the bilayer, and fluctuation 

of the lipid molecules in the upper leaflet become non-uniform. However, it does not initiate 

the formation of pore. This study point to stress induced can facilitate the translocation of Tat 

in bilayer. Investigation using other peptide-lipid combinations and different anionic species 

will further help to understand the common underlying mechanism of translocation of peptides 

through membranes.  
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Appendix of Chapter 5 

A5 Molecular Dynamics simulation setup for peptide-lipid system 

 
The coordinates of the Tat peptide are taken from the NMR structure of the HIV-1 Tat 

protein (PDB code 1JFW30, model 1). The initial configuration of the DPPC bilayer with 128 

lipids is generated using the CHARMM Membrane Builder GUI31 at the relevant experimental 

hydration level considering 30.1 waters per DPPC lipid molecule and converted to Lipid14 

PDB format using the charmmlipid2amber.py script. There are 64 DPPC molecules in the 

upper and lower leaflet of the bilayer. During the system set up using the GROMACS 

simulation tool35-36, Amber Lipid 14 topology of lipid is added to the Amber99ILDN33force-

field files. Therefore, DPPC lipid bilayer is descried with Amber Lipid1432 force field 

parameters and the Tat peptide is described with the Amber99ILDN33 force field. The DPPC 

bilayer is placed in the x-y plane of a rectangular simulation box with the normal along the z-

axis having dimension 6.3 nm × 6.3 nm × 12.2 nm comparable to the length and width of the 

DPPC bilayer. Tat peptide and bi-phosphate ions are placed little far from the upper part of the 

DPPC bilayer at random positions within a simulation box and the system is solvated with 

water molecules considering periodic boundary condition in three dimensions. No water 

molecules are present in the hydrophobic core of the DPPC bilayer. They are present above 

and below the DPPC bilayer. The simple point charge (SPC)34 model is used to model water. 

Required numbers of Na+ ions are added for neutralizing the charged system and 10 HPO4
2-

ions are considered in case if Tat peptide with biphosphate ions to maintain the 20 mM 

biphosphate ions concentration in solution. After the initial minimization, heat the system to 

production temperature. Choosing a production temperature is an important choice in the lipid 

bilayer simulation. Lipid bilayers have experimentally measured phase transition temperatures 
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from highly ordered gel-like phases to liquid phases. Here I consider the production 

temperature of 323 K which is above the main phase transition temperature of the DPPC 

bilayer (314 K)37 at ambient pressure.  
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The primary goal of this thesis is to reveal the microscopic basis of functional ligand 

binding and provide in-silico insights to design polypeptides for drug delivery and other 

biomedical applications. I focus interactions of charged ligands, like anions with peptides of 

different functional proteins and studied the influence of anion in the peptide conformation and 

biological functions. The overall conclusions of my thesis are summarized below.  

 The molecular dynamics and quantum chemical calculations on anion binding CαNN 

motif in functional proteins reveal that sequence dependent conformational preference of motif 

residues is crucial for anion recognition. The residues which do not undergo conformational 

switch due to presence of anion are the ones responsible for anion recognition. These are 

mostly polar and basic residues. Quantum chemical calculation considering the polarization 

effect due to charged species shows that the residues which do not undergo conformational 

switch in presence of anion coordinate with the anion at lowest energy. Therefore, the 

microscopic study reveals an intimate connection between coordination and conformational 

preferences of the motif residues which has not been established so far to the best of my 

knowledge. CαNN motif containing residues are functionally important, typically part of a 

substrate, cofactor or protein-binding site. Therefore, this study may be useful to get the 

microscopic insights into their functions and design synthetic peptides for anion receptor and 

sensing. The changes of conformational preference of anion recognizing residues may be 

applied to ligand recognition in general for other functional ligand binding motifs. This study 

is also relevant to protein engineering and design ligand binding site of protein to control the 

enzymatic activity and biological functions. 

    Molecular dynamics studies on anion interaction with HIV-1 Tat peptide provides the 

atomistic basis of counterion scavenging mechanism and indicates that the condensation of 
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counter-anion around arginine rich Tat peptide is associated with the interaction of anionic 

species with the side chain guanidinium group of the basic arginine residues. There is an 

optimum concentration of anion in solution where the condensation is maximum, while the 

solvent exposed area is the minimum. This is supported by simple model calculations. Thus, 

hydrophilic nature and solvent exposure of charged polypeptide can be controlled by tuning 

the counterion concentration in solution. This aspect would be useful for therapeutic 

applications and design polypeptides as drug carriers into a cell.  

 All-atom simulations of peptide-lipid bilayer system reveal that condensation of anion 

around basic arginine and lysine residues of peptide alters the absorption properties of the Tat 

peptide on the bilayer surface. Alteration of absorption property in presence of anion is 

associated with the induced stress on the bilayer surface that leads to uneven thickness 

adaptation of the lipid bilayer. This study points to the fact that induce stress can perturb the 

lipid bilayer and can facilitate the translocation of Tat through bilayer. This study will provide 

further insight to understand the cell penetrating and antimicrobial activity of HIV-1 Tat 

peptide in presence of anion, which is helpful for drug delivery and other biomedical 

applications.  

Further investigations with others anion binding peptide motifs in functional proteins 

would facilitate the new insight about the anion recognition mechanism in general and their 

biological functions. Microscopic picture of anion-condensation mechanism around the 

cationic HIV-1 Tat peptide demands further study based on the explicit consideration of 

charged functional groups for understanding the counterion condensation mechanism in case 

of charged biopolymers. Further studies on other peptide-lipid combinations and different 
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anionic species would help to decipher the common underlying cell penetrating mechanism for 

cell penetrating peptides.   
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Abstract
Among different ligand binding motifs, anion binding CaNN motif consisting of peptide backbone

atoms of three consecutive residues are observed to be important for recognition of free anions, like

sulphate or biphosphate and participate in different key functions. Here we study the interaction of

sulphate and biphosphate with CaNN motif present in different proteins. Instead of total protein, a

peptide fragment has been studied keeping CaNN motif flanked in between other residues. We use

classical force field based molecular dynamics simulations to understand the stability of this motif.

Our data indicate fluctuations in conformational preferences of the motif residues in absence of the

anion. The anion gives stability to one of these conformations. However, the anion induced confor-

mational preferences are highly sequence dependent and specific to the type of anion. In particular,

the polar residues are more favourable compared to the other residues for recognising the anion.

K E YWORD S

anion recognition, conformational thermodynamics, correlation plot, molecular dynamics, second-

ary structure

1 | INTRODUCTION

Proteins play important roles in biochemical processes within a living

cell. Quite often functions of proteins depend on their interaction with

ligands, including small molecules, ions, peptides, and so on. The molec-

ular structures revealed by X-ray crystallography and NMR often show

various ligand-recognition motifs in proteins.1–14 However, the micro-

scopic basis of recognition of ligand by the protein is not well under-

stood till date.

Among the motifs found in different proteins involved in ion bind-

ing, some are specific to cation binding,11,13,14 while some other recog-

nize anions.1,7,10,12 Detailed bioinformatics studies,1 with a number of

proteins show that among the anion binding motifs, the CaNN motif,

comprised of backbone Ca
i21 (Ca), Ni (N1) and Ni11 (N2) atoms of three

successive residues for recognising anions, like sulphate (SO2–
4 ) and

phosphate (PO3–
4 ), are present in functional interface.1 Amino acid anal-

ysis on these proteins using the fold classification based on structure-

structure alignment of proteins (FSSP database)15 indicates preferences

of residue type in the motif (see Supporting Information Table S1). The

occurrence of glycine (G) and serine (S) as the first residue of CaNN

motif are high (41% and 25%, respectively). There is preference for

hydrophobic residue (51%) at the middle site. The third position is

either a polar residue (50%) with mostly S (18%) and threonine (T, 20%)

or a hydrophobic (32%) residue. The first amino acid of the three resi-

dues sequence usually adopts beta (b) conformation, while the second

and the third residue adopt alpha (a) conformation. According to the

crystal structure the geometry of CaNN motif bound to sulphate,1 out

of four oxygen atoms (O) of anion (sulphate), two participate in interac-

tion with the motif. One O atom concurrently interacts with the Ca

and N1, while the other interacts only with N2.1 It is further reported

that if the first residue is serine, side chain oxygen atom at the gamma

position (OG) of serine forms hydrogen bond with oxygen atom of the

anion.1 Recent experimental and computational studies on the CaNN

motif appended at the N-terminal of a model helical peptide indicate

that the motif segment recognizes the anions (both sulphate or the

phosphate ions) through local interaction16–19 via context free environ-

ment and the presence of polar residues enhances the anion

recognition.16,18,19
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The CaNN motif residues in functional proteins are also having

large proportion of polar residues, although the motif sequences are

quite diverse. Moreover, they are impregnated in polypeptides with

variety of secondary structures. Several aspects of anion recognition by

the CaNN motif in functional proteins, like the role played by the polar

residues, sequence variability, type of anion and the solvent distribu-

tion around the motif atoms, are yet to be examined. In particular,

there are no microscopic studies on the CaNN motif in functional

proteins.

Here we study the CaNN motif containing polypeptides from

known crystal structure of several functional proteins at neutral pH

condition, using the all-atom molecular dynamic (MD) simulations. In

choosing the relevant polypeptide, we retain the succeeding and the

preceding structural elements. At physiological pH, the phosphate

(PO3–
4 ) is mostly available in dibasic (HPO22

4 ) form. So we consider

HPO2–
4 instead of PO3–

4 in our system.2 We simulate each polypeptide

both by removing the anion (denoted by WOS and WOP for sulphate

and biphosphate, respectively) and retaining the anion (denoted by WS

and WP for sulphate and biphosphate, respectively). Our data indicate

that the motif residues have conformational flexibility, while the anion

gives stability to one of these conformations. The conformations both

with and without anions are similar in some residues, mostly polar and

basic; while there are shifts in conformational preferences in the two

cases for most other residues. The anion induced conformations

depend strongly on the sequence and the type of anion, but not so

sensitive to the presence of water molecules in the vicinity of the motif

atoms and the flanking residues containing the motif.

2 | METHODS

2.1 | System preparation

Detailed sequences of the polypeptide for different proteins having the

CaNN motif are given in Table 1. The systems without sulphate or

biphosphate are prepared by deleting the anions from the fragment of

polypeptides. We put the polypeptide in a cubic box (box lengths for

different cases given in Table 1) and place it at least 10 Å from the box

edge and fill the box with TIP3P water for solvation of the peptide.

The hydrogen atoms are taken to be united atoms with Ca, N, C, O,

OG atoms. We add required numbers of Na1 and Cl– ions for

neutralizing the charged system. The resulting structure is relaxed

through energy minimization.

2.2 | Molecular dynamic (MD) simulation

The energy minimized structure is subject to MD simulations. We use

Gromacs 4.6.720,21 tool and Amber99ILDN force field22 for simulation.

The systems are equilibrated in two phases—(i) NVT equilibration and

(ii) NPT equilibration. The system is equilibrated at the desired temper-

ature (300 K) and pressure (1 Bar) using the periodic boundary condi-

tions with 1 femto-second time step. We use the particle-mesh Ewald

method for treating the long ranged electrostatic interactions. We

check the equilibration from the saturation of RMSD of peptide seg-

ments considering only backbone heavy atoms. The trajectories are

visualized with visual molecular dynamics (VMD).23 We perform the

following analysis from the saturated portion of the trajectories as con-

firmed from the RMSD of the peptide segments with respect to its ini-

tial energy minimized structure:

1. /-w correlation plot: We generate the correlation plots for the

backbone torsion angles (/ and w) for the residues of CaNN motif

from the equilibrated trajectory both in presence and absence of

sulphate and biphosphate. We also calculate the relative fre-

quency of occurrence of different secondary structural elements

like b strand, right handed alpha helix (RH), left handed alpha helix

(LH) and random coil (C).

2. Distance calculation: We calculate distances between sulphur (S) of

sulphate and phosphorus (P) of biphosphate and Ca, N1, and N2

atom of CaNN motif from simulated trajectories. Then the fre-

quency distributions of distances between S of sulphate or P of

biphosphate and Ca, N1, and N2 atoms of this motif, respectively

of each polypeptide over the equilibrated trajectory are calculated.

For the calculation of frequency distribution of distance we con-

struct bins with bin size 0.5 Å.

3. Water distribution around motif residues: We calculate the radial

distribution function g(r)24 of the oxygen atom of water around

the Ca, N1, and N2 atoms. The radial distribution function g(r) is

defined as: g(r) 5 <DN(r) > /(4pNqDr), where <DN(r) > is the

number of oxygen atom of water molecules averaged over time,

within a distance r 6 Dr/2 from the atom of interest, q is the

TABLE 1 Simulated polypeptides having tri residue segment motif

Serial no PDB Id Polypeptide Motif Simulation box size (nm)

1 1KQR T124 to K145 SQT fragment:
S134(Ca)Q135(N1)T136(N2)

5.78

2 1F2D H69 to G92 SNQ fragment:
S78(Ca)N79(N1)Q80(N2)

5.24

3 1AXI L141 to R156 GIH fragment:
G148(Ca)I149(N1)H150(N2)

4.98

4 1E3H I124 to A148 LYD fragment:
L132(Ca)Y133(N1)D134(N2)

5.58

5 1VDR D54 to V82 SRS fragment:
S65(Ca)R66(N1)S67(N2)

5.01
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density of water and N is the total number of water molecules

within the system.

4. Conformational thermodynamics: We study the conformational

thermodynamics of the peptide-anion interaction by the histogram

based method (HBM) using the dihedral angle distributions of pep-

tide fragment.25–27 The equilibrium conformational free energy

cost associated with any peptide dihedral angle u in the sulphate

bound state as compared to the biphosphate bound state is

defined as DGconfðuÞ52kBTln ½Hmax
s ðuÞ=Hmax

p ðuÞ�, where HsðuÞ and
HpðuÞ is the distribution of dihedral angle u in sulphate and biphos-

phate bound state respectively and the ‘max’ superscript denotes

the peak values of the histograms. On the other side the confor-

mational entropy for a particular dihedral can be defined by the

Gibbs entropy formula as SconfðuÞ52kB
P

i HiðuÞlnHiðuÞ, where

the sum is taken over the histogram bins. The conformational

entropy change for the dihedral can be obtained from the given

expression DSconfðuÞ5Sconfs ðuÞ2Sconfp ðuÞ.The conformational free

energy and entropy cost for the individual peptide residues can be

obtained by taking the sum of the contribution of free energy and

entropy of each dihedral angles of that residue.

3 | RESULTS AND DISCUSSION

The CaNN motif containing sulphate and biphosphate bound polypep-

tide fragments used in our study are shown in Supporting Information

Figures S1a-e. In the polypeptides, we retain the secondary structures

both preceding and succeeding the motif residues. Table 1 shows the

polypeptide sequences containing CaNN motif of functional proteins

with known X-ray crystallographic structures at neutral pH (57.0)

which have been studied in this work. The proteins are1: (1) Rhesus

rotavirus VP4, (PDB ID: 1KQR28) which acts as antigenic epitope. VP4

(1KQR) has polar motif residues, S134, glutamine (Q135), T136

denoted as SQT fragment. Here the entire polypeptide containing the

motif residues is a loop (Supporting Information Figure S1a). (2) Pyri-

doxal 50-phosphate (PLP) dependent enzyme 1-Aminocyclopropane-1-

carboxylate deaminase, (PDB ID: 1F2D29) involved in transamination

reactions. The motif residues are polar as well: S78, Asparagine (N79),

Q80 denoted as SNQ fragment. The N-terminal flanking residues of

the polypeptide in this structure form a loop, while the C-terminal

flanking residues form a helix (Supporting Information Figure S1b). (3)

Extracellular domain of growth hormone receptor (PDB ID: 1AXI30)

with the motif residues G148, Isoleucine (I149), Histidine (H150) (GIH

fragment). Here none of the motif residues are polar. The entire poly-

peptide containing the motif is a loop (Supporting Information

Figure S1c). (4) Polynucleotide phosphorylase, (PDB ID: 1E3H31), a

phosphorolytic exonuclease involved in degrading prokaryotic mRNA.

In case of polynucleotide phosphorylase (1E3H), the motif residues leu-

cine (L132), tyrosine (Y133), aspartic acid (D134) (LYD fragment) where

the middle residue is polar. In this case the N-terminal flanking residues

form loop, while those in C-terminal form a helix (Supporting Informa-

tion Figure S1d). (5) Dihydrofolate reductases (PDB ID: 1VDR32) which

is halophillic protein in nature. In this case (1VDR), the phosphate

binding motif residues are S65, arginine (R66), S67 (SRS fragment)

belonging to a loop, the middle residue being basic and the rest two

polar (Supporting Information Figure S1e).

We simulate these polypeptides both with and without the anion.

Equilibrations of the systems are ensured from the root mean square

deviation (RMSD) plots, shown for all the cases both with and without

anions in Supporting Information Figures S2a-k. Note that the satura-

tion of the RMSD is highly system dependent and typically faster in the

presence of the anions. The equilibrated regions of trajectories for

each polypeptide are considered for analysis.

3.1 | Anion induced conformational preferences of the

motif residues

The correlation plots between the backbone torsion angles (/ and w) of

motif residues over the simulated trajectory show their conformational

preferences in terms of secondary structural elements, like right handed

alpha helix (RH), left handed alpha helix (LH), b, and random coil (C) con-

formation. The correlation plots of the torsion angles are shown in Fig-

ures 1a-f for SQT fragment, while others in Supporting Information

Figures S3-S6. Tables 2a and b show the details of percentages of dif-

ferent secondary structural elements of the motif residues along with

their crystal structure conformations with the values of / and w.

Let us consider the case of SQT in details. In the crystal structure

(1KQR) S134 shows b conformation, whereas both Q135 and T136

have RH conformation. The preference for conformation of S fluctu-

ates between RH, b, and C in WOS condition (Figure 1a). The percen-

tages of occurrences of these structures over the entire trajectory

(Table 2a) show that the major WOS conformation is RH (60%), despite

having substantial conformational flexibility. However, the correlation

plot shows that S in SQT for WS is in RH conformation (Figure 1b)

over entire trajectory. The WS conformation is in agreement to the

crystal structure data. Thus the major WOS conformation is stabilized

by the sulphate in WS state, indicating similar conformational preferen-

ces in both cases. We find that Q switches between RH and b confor-

mations with RH having slightly higher preference to b (Table 2a) in

the WOS case (Figure 1c) and is in RH conformation in WS (Figure 1d).

Here again there is no shift in conformational preference. On the other

hand, T has propensities for both RH (60%) and b (40%) conformations

(Figure 1e) in WOS condition and is in primarily b conformation (Figure

1f) in WS condition. In contrast to the first two motif residues, the

minor conformation in WOS is stabilized by the sulphate so that there

is a shift in conformational preference.

Table 2a shows that polar S shows slightly larger preference for b

conformation than RH in WOS case in SNQ fragment. S adopts b con-

formation in WS condition which is similar to that in the crystal struc-

ture. Thus there is no shift in conformational preference induced by

sulphate. The latter two residues (N and Q) do not show any shift in

conformational preferences (both RH) in WOS and WS conditions as in

the crystal structure (Supporting Information Figure S3). Let us now

consider conformational preferences of GIH fragment in Table 2a. The

hydrophobic G residue lacks any dominant conformational preference

in WOS condition. In WS condition the conformation shifts to RH in

PATRA ET AL. | 2181



contrast to b conformation in crystal structure. This is not so surprising,

for G in general lacks well defined secondary structure. Hydrophobic I

in GIH fragment shows change from predominant b conformation in

WOS condition to predominant RH conformation in WS condition. The

basic residue H does not show any shift in conformational preferences

(Supporting Information Figure S4). In case of LYD, it is evident from

Table 2a that hydrophobic L shows no particular conformational prefer-

ence between RH and b in WOS, while having bias to b conformation

for WS. Polar Y does not change its conformational preferences, while

acidic D conformation switches from RH in WOS to b conformation in

WS (Supporting Information Figure S5).

Table 2b further shows that both S are predominantly in RH confor-

mation in SRS fragment in the WOP case. Both S are mostly in b confor-

mation in WP condition. However, the residue shows substantial

fluctuations with minor contributions from other conformations. Thus,

both S show shifts in conformational preferences in the WP case

compared to the WOP case. However, the basic R does not show any

change in preference, being in RH conformation for both the cases (Sup-

porting Information Figure S6). Tables 2a and b clearly show that the

conformational preferences of the residues fluctuate without anion,

while the anion typically stabilizes one of the residue conformations

experienced in absence of the anion. The conformations of the motif

residues are in good agreement to their crystal structure conformations.

3.2 | Motion of the anion

We calculate the distances between the sulphur atom and Ca(dCa-S), N1

(dN1-S), and N2(dN2-S) atom of the motif for different fragments. The fre-

quencies of these distances, f(dCa-S), f(dN1-S), and f(dN2-S) for the SQT

case are shown in Figure 2a. The distance frequencies for other cases

are shown in Supporting Information Figure S7. All these distributions

indicate that sulphate ion prefers to stay at large distances from the

FIGURE 1 The /-w correlation plots of the residues in SQT fragment: S134 in (a) WOS and (b) WS conditions; Q135 in (c) WOS and (d)
WS conditions; and T136 in (e) WOS and (f) WS conditions
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TABLE 2 (a) The secondary structural elements of the motif residues in crystal structure and simulated structure for WOS, WS, and RP in dif-
ferent cases. (“—” indicates no occurrence at that particular position)

Peptide fragment
(PDB Ids) Motif Residues RH b LH C

Crystal structure

(/, w)

SQT fragment
(1KQR)

S
(Polar)

WOS 60 30 — 10 b
(271.9, 134.7)

WS 100 — — —
RP 79 21 — —

Q
(Polar)

WOS 55 45 — — RH
(274.6, 229.1)

WS 100 — — —
RP 51 49 — —

T
(Polar)

WOS 60 40 — — RH
(2124.7, 216.2)

WS 3 97 — —
RP 95 5 — —

SNQ fragment
(1F2D)

S
(Polar)

WOS 47 53 — — b
(261.5, 144.7)

WS — 100 — —
RP — 100 — —

N
(Polar)

WOS 91 9 — — RH
(290.9, 248.2)

WS 100 — — —
RP 99 — — 1

Q
(Polar)

WOS 73 27 — — RH
(250.3, 247.6)

WS 100 — — —
RP 100 — — —

GIH fragment
(1AXI)

G
(Hydrophobic)

WOS 20 15 27 38 b
(266.4, 157.7)

WS 100 — — —
RP 21 31 19 29

I
(Hydrophobic)

WOS 23 77 — — RH
(287.6, 219.9)

WS 100 — — —
RP 27 73 — —

H
(Basic)

WOS — 100 — — b
(2117, 163.8)

WS — 100 — —
RP 21 26 19 34

LYD fragment
(1E3H)

L
(Hydrophobic)

WOS 45 55 — — b
(2107.2, 119.3)

WS - 100 — —
RP 100 - — —

Y
(Polar)

WOS 100 - — — RH
(280.9, 221.9)

WS 97 3 — —
RP 48 52 — —

D
(Acidic)

WOS 100 - — — RH
(248.6, 257.4)

WS 17 83 — —
RP 100 - — —

(b) The secondary structural elements of the motif residues in crystal structure and simulated structure for WOP and WP in different cases. (“—”
indicates no occurrence at that particular position)

Peptide fragment
(PDB Ids)

Motif
Residues RH b LH C

Crystal structure

(/, w)

SRS fragment
(1VDR)

S
(polar)

WOP 70 30 — — b
(2154.8, 150.8)

WP 11 89 — —
R
(basic)

WOP 89 11 — — RH
(263.8, 264.3)

WP 85 15 — —
S
(polar)

WOP 83 17 — — b
(245.7, 140.9)

WP 3 97 — —
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CaNN motif atoms. Figure 2b shows dCa-S as a function of time over the

simulated trajectory of SQT. The plot shows that sulphate ion moves

back and forth in the neighbourhood of the motif (�5 Å) to larger distan-

ces (�10 Å). Similar picture holds for other sulphate bound fragments as

well, shown in Supporting Information Figure S8. We show in Figure 2c

the distribution (f(ta)) of time interval, ta between any two successive

approaches of sulphate to the vicinity of Ca atom (�5 Å). The distribu-

tion is sharply peaked for low ta with mean time <ta> (�0.5 ns) which is

much smaller compared to the time scale of secondary structural relaxa-

tion.33,34 Thus, the sulphate induced structure cannot relax due to multi-

ple approach of the ion to the vicinity of the motif in very short time

scale. Figure 2d shows the frequencies of distances Ca (f(dCa-P)), N1(f

(dN1-P)), and N2 (f(dN2-P)) from phosphorus atom of the biphosphate ion

for the SRS case. The peak of f(dCa-P), f(dN1-P), and f(dN2-P) is around 6, 5,

and 4 Å, respectively. This indicates unlike sulphate, biphosphate ion

stabilizes in the vicinity of the motif. However dCa-P as a function of time

over the simulated trajectory (Figure 2e) indicates that biphosphate ion

also moves back and forth in the neighbourhood of the motif, while it

prefers to stay mostly �10 Å from the motif. The distribution of time

interval (f(ta)) (Figure 2f) is also sharply peaked for low ta with mean time

<ta> (�0.5 ns), as in the sulphate cases.

3.3 | Basis of conformational preferences

Now we turn our focus to different factors which may be responsible

for conformational preferences of different motif residues.

3.3.1 | Effect of sequence

The shifts in conformational preferences due to sulphate or biphos-

phate are sensitive to the sequence of the motif residues. It is

FIGURE 2 (a) The frequency distributions of distances; f(dCa-S) (solid line), f(dN1-S) (long dashed line), and f(dN2-S) (short dashed line)
between sulphur atom of sulphate and Ca, N1, and N2 atoms, respectively, of CaNN motif in SQT fragment. (b) dCa-S as a function of time
in SQT fragment. (c) The distribution f(ta) of time interval, ta between two successive approaches by sulphate to the vicinity of Ca atom
(dCa-S � 5 Å) in SQT fragment. (d) The frequency distributions of distances; f(dCa-P) (solid line), f(dN1-P) (long dashed line), and f(dN2-P) (short
dashed line) between phosphorous atom of biphosphate and Ca, N1, and N2 atoms, respectively, of CaNN motif in SRS fragment. (e) dCa-P
as a function of time in SRS fragment. (f) The distribution f(ta) of time interval, ta between two successive approaches by biphosphate to the
vicinity of Ca atom (dCa-P � 5 Å) in SRS fragment
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interesting to note that the same residue shows different conforma-

tional preferences in WS condition depending on the sequence. For

instance, the conformational preference of S in SQT fragment (RH) is

quite in contrast to that of S in SNQ fragment (b). The polar S behaves

distinctly in the presence of different anions. In WS condition S in SQT

and SNQ fragments shows no shift in conformational preference with

respect to the WOS condition. But, in case of SRS fragment both S

show biphosphate induced shifts in conformational preferences.

3.3.2 | Effect of anion

The residue conformations of a given motif are sensitive to the type of

anion. We replace sulphate by biphosphate in different fragments to see

the effect of anions on conformational preference of CaNN motif. We

illustrate in details the case of LYD fragment. We choose this fragment,

for the fragment has hydrophobic, polar, and charged residues. We

observe that secondary structural preference of the motif residues is dif-

ferent in the sulphate replaced by biphosphate (RP) case with respect to

WS case (Table 2a). Without any anion L132 fluctuates between RH

(45%) and b (55%) conformations. In WS case L132 is primarily b confor-

mation but it prefers RH conformation in RP case selecting the minor

WOS conformation. Thus, L132 shows shifts in conformation from

almost equally probable WOS conformations. However, the shift is

dependent on the type of anion. Y133 primarily prefers RH conformation

both in WS and WOS conditions. In RP case Y133 fluctuates between

RH (48%) and b (52%) conformations (Table 2a). Thus, Y133 lacks

particular conformational preference in RP case, unlike that of WS. D134

prefers RH in WOS, b conformation in WS and RH conformation in RP

condition, indicating shift in conformation in WS but no shift in RP.

The distance frequencies, f(dCa-S), f(dN1-S), and f(dN2-S) in Figure 3a

and dCa-S as a function of time in Figure 3b for LYD fragment in WS

condition indicate that sulphate ion prefers to stay at large distances

from the CaNN motif atoms with back and forth motion in the neigh-

bourhood of the motif. When sulphate is replaced by biphosphate, the

frequencies f(dCa-S), f(dN1-P), and f(dN2-P) in Figure 3c and dCa-P as a

function of time in Figure 3d show similar behaviour of the biphos-

phate as the sulphate in WS condition. This behavior is in striking con-

trast with that of biphosphate in the SRS fragment in WP condition

(Figure 2d). This may be due to the enhanced flexibility experienced by

Y133 due to replacement with biphosphate.

The differences in fluctuations of the backbone dihedrals are

shown in Figure 4 for LYD segment both in WS and replacement by

biphosphate conditions. Distribution of backbone dihedral / for the

motif residues L, Y, and D are defined as HLðuÞ, HYðuÞ, and HDðuÞ, and
that of w are defined as HLðwÞ, HYðwÞ, and HDðwÞ, respectively. HLðuÞ
shows single peak distribution both in WS and RP condition and not

alter much due to replacement of sulphate by biphosphate (Figure 4a).

HLðwÞ also shows single peak distribution both in WS and RP condition

(Figure 4b). Depending on the anion the peak positions are different,

w � 1408 in WS and w � –208 in RP condition. HYðuÞ shows single

broad peak in WS, but becomes bimodal distribution in RP condition

FIGURE 3 (a) The frequency distributions of distances; f(dCa-S) (solid line), f(dN1-S) (long dashed line), and f(dN2-S) (short dashed line)
between sulphur atom of sulphate and Ca, N1, and N2 atoms, respectively of CaNN motif in LYD fragment. (b) The distances (dCa-S)
between Ca and sulphate as functions of time for LYD fragment. (c) The frequency distributions of distances; f(dCa-P) (solid line), f(dN1-P)
(long dashed line), and f(dN2-P) (short dashed line) between phosphorus atom of biphosphate and Ca, N1, and N2 atoms, respectively of
CaNN motif in LYD fragment. (d) The distances (dCa-P) between Ca and biphosphate as functions of time for LYD fragment
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(Figure 4c). HYðwÞ shows single peak distribution both in WS and RP

condition (Figure 4d). Here again the peak positions are different,

w � –108 in WS and w � 1708 in RP condition. The splitting of HYðuÞ
peak is consistent with fluctuations of conformation of Y133 in RP

condition. HDðuÞ and HDðwÞ show single peak distribution both in WS

and RP condition (Figures 4e and f). While the HDðuÞ peaks nearly

coincide, the HDðwÞ peaks are w � 1358 in WS and w � 2108 in RP

condition.

Similar sensitivities of conformational preferences depending on

the type of anion have been observed for other fragments as well

(Table 2a). In SQT fragment, S does not show any shift in conformation

both in WS and RP cases compared to WOS. However, this residue

shows substantial fluctuations in conformation in RP condition. Q shifts

to RH conformation in WS, but lacks conformational preference in RP

case. T shifts to b conformation in WS condition, but in RP condition

there is no shift in conformation. In SNQ fragment S shifts to b confor-

mation both in WS and RP cases as compared to WOS. N and Q do

not show any shift in conformation both in WS and RP cases compared

to WOS. In GIH fragment G shifts to RH conformation in WS, but lacks

conformational preference in RP case. I shifts to RH conformation in

WS condition, but in RP condition there is no shift in conformation. H

does not show any shift in conformation in WS but lacks conforma-

tional preference in RP case.

Upon ligand binding the changes in fluctuations in dihedral angles

cost conformational free energy and entropy.25 Earlier experimental and

theoretical works show that the conformational thermodynamics govern

the stability of ligand bound proteins. We study the conformational free

energy and entropy changes of the motif residues due to replacement of

sulphate by biphosphate from the backbone dihedral distributions of

motif residues, Hað/Þ and HaðwÞ, using conformational

thermodynamics.25–27 Conformational thermodynamics data for the

backbone dihedrals of the biphosphate bound motif residues with

respect to the sulphate bound case for different peptide fragment are

shown in Table 3. DGconf
i and TDSconfi indicates the change in conforma-

tional free energy and entropy of the ith residue, obtained by summing

over the backbone dihedrals. DGconf
i ðuÞ, DGconf

i ðwÞ, and TDSconfi ðuÞ, TD
Sconfi ðwÞ indicates the change in conformational free energy and entropy

of the ith motif residues due to backbone dihedral / and w, respectively.

The total change in conformational free energy (DGconf) and entropy

(TDSconf) of the motif is obtained by sum of the changes of individual res-

idues of the motif. The negative change in conformational free energy

and entropy indicates the conformational stability due to replacement by

biphosphate as well as ordering, whereas the positive change indicates

the instability and disorder due to biphosphate replacement.

The free energy changes are not significant in none of the residues

in case of SQT. There is a large amount of disorder due to both the

FIGURE 4 Distributions of backbone dihedral angle in WS (solid line) and RP (dashed line) conditions for motif residues in LYD fragment:
(a) HLðuÞ, (b) HLðwÞ, (c) HYðuÞ, (d) HYðwÞ, (e) HDðuÞ, and (f) HDðwÞ
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backbone dihedrals of S. Overall, the motif shows slight increase in free

energy and large amount of disorder by the anion replacement. In SNQ

fragment free energy change is negative for S and positive for Q due to

backbone dihedral w. However backbone dihedral w introduce disorder

in both S and Q. Due to anion replacement this motif gets the confor-

mational stability along with large amount of disorder. In GIH fragment

G and I destabilized and disordered due to backbone dihedral / and w.

However, H is stabilized and ordered due to backbone dihedral w and

/, respectively. Overall large positive change in free energy and

entropy indicates instability and enhanced disorder of this motif due to

anion replacement. In LYD fragment all the motif residues destabilized

due to backbone dihedral distribution, particularly / (Figure 4). There is

also disorder of L and D due to the backbone dihedral w and /, respec-

tively. Overall due to anion replacement in this case also this motif gets

conformational instability and disorder. Overall the thermodynamic

data indicate that the free energy costs are typically very large and pos-

itive due to the presence of biphosphate instead of sulphate in case of

LYD and GIH fragment. This means that the anion replacement is not

conformationally favourable for these fragments, while SQT and SNQ

are largely unaffected due to replacement. The anion replacement also

introduces disorder in all the cases.

3.3.3 | Solvent distribution

We study the radial distribution of the oxygen (O) atoms of solvent

water molecules around Ca, N1, and N2 atoms of the motif in presence

and absence of sulphate and biphosphate. For SQT fragment, a promi-

nent first peak in distribution gWS
Ca ðrÞ is observed around r 5 4 Å with

respect to Ca atom in WS case (Figure 5a). In absence of sulphate the

distribution gWOS
Ca ðrÞ with respect to Ca atom is also similar as gWS

Ca ðrÞ
(Figure 5b). There is no shift in conformational preference for S residue

corresponding to this atom. There is no peak in radial distributions gWS
N1

ðrÞ and gWS
N2 ðrÞ with respect to N1 and N2 atom, respectively, in pres-

ence of sulphate. In WOS case also there is no peak in distributions

gWOS
N1 ðrÞ and gWOS

N2 ðrÞ. However, conformational shift is observed in T

containing N2 but no shift is observed for Q having N1. In case of SNQ

fragment, first peak of gWS
Ca ðrÞ is around r 5 4Å (Figure 5c). In Figure

5d, there is also a peak in distribution of gWOS
Ca ðrÞ around r 5 4 Å. Con-

formational shift is not observed at this position for the motif residue

S. There is a peak of gWS
N1 ðrÞ at r 5 3 Å but there is no peak in distribu-

tion of gWOS
N1 ðrÞ. Conformational shift is also not observed for N residue

at this position. There is no peak in distributions of gWS
N2 ðrÞ and gWOS

N2 ðrÞ.
Here also no conformational shift takes place Q residue. The distribu-

tions of water molecules in the presence and absence of the anion

does not show difference in GIH and LYD fragments as shown in Sup-

porting Information Figure S9. However conformational shift is

observed for I with N1 in case of GIH fragment and for D with N2 in

case of LYD fragment.

In case of SRS fragment, a prominent first peak in distribution gWP
Ca

ðrÞ is observed around r 5 4 Å with respect to Ca atom in WP case

(Figure 5e). In WOP case the distribution gWOP
Ca ðrÞ has peak around

r 5 3 Å (Figure 5f). Conformational shift is observed for the residue S

at this position. There is no peak in distribution gWP
N1 ðrÞ and gWP

N2 ðrÞ with

respect to N1 and N2, respectively, in presence of biphosphate. In

WOP case the distributions, gWOP
N1 ðrÞ and gWOP

N2 ðrÞ are peaked around

r 5 3Å (Figure 5f). Conformational shift is not observed in case of R

residue at N1 position, but observed for S residue at N2 position. Thus,

changes in water distributions around the motif Ca, N1, and N2 atoms

are not correlated to the changes in conformational preferences of the

motif residues.

3.3.4 | Flanking residues

We examine the conformational preferences of a couple of flanking

residues (Supporting Information Table S2a and Supporting Information

Table S2b) in both N and C-terminal in the vicinity of the motif resi-

dues. The data in these tables show that the flanking residues show

conformational fluctuations without the anion. However, the anions

TABLE 3 Conformational thermodynamics change of motif residues of peptide fragment and motif in presence of biphosphate with respect
to presence of sulphate

Change in conformational free energy Change in conformational entropy (a) Total change in
conformational
free energy (DGconf)

(b) Total change in
conformational
entropy (TDSconf)

Peptide
fragment

Motif
residue

DGconf
i in

kJ/mol
DGconf

i ðuÞ in
kJ/mol

DGconf
i ðwÞ in

kJ/mol
TDSconfi in
kJ/mol

TDSconfi ðuÞ
in kJ/mol

TDSconfi ðwÞ
in kJ/mol

SQT S134 0.46 0.10 0.36 2.76 1.55 1.21 (a) 0.48

Q135 0.04 0.02 0.02 0.88 0.73 0.15 (b) 3.45
T136 20.02 0.36 20.38 20.19 0.36 20.55

SNQ S78 22.09 1.41 23.5 2.19 0.81 1.38 (a) 21.389

N79 20.002 20.019 0.017 20.57 20.034 20.536 (b) 4.29
Q80 0.703 0.08 0.623 2.67 0.64 3.31

GIH G148 3.41 3.41 0 3.03 0.84 2.19 (a) 13.38

I149 14.6 0.71 13.89 3.19 1.26 1.93 (b) 5.01
H150 24.63 8.54 213.17 21.21 21.27 0.06

LYD L132 3.46 6.30 22.84 1.51 0.38 1.13 (a) 13.98

Y133 7.65 7.47 0.18 21.63 1.06 22.69 (b) 1.98
D134 2.87 2.73 0.14 2.10 2.73 20.63
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give stability to one of the conformations without anion. The anion

induced conformations are in general agreement to the crystal struc-

ture data. In SQT fragment N132 and alanine (A133) are N-terminal

and Q137 and tryptophan (W138) are C-terminal residues, all of which

have loop conformation in sulphate bound crystal structure. Supporting

Information Table S2a shows shift in conformational preferences in all

the residues except A133. In SNQ fragment, the N-terminal residues

are R76 and Q77, both being in loop conformation and the C-terminal

residues are T81 and R82 both having helix conformation in the crystal

structure. The simulated trajectories show no shift in conformational

preferences in all these residues except R82 (Supporting Information

Table S2a). The N-terminal flanking residues of GIH (L146 and T147),

and C-terminal residues A151 and D152 are all having loop conforma-

tion in crystal structure. Out of these residues only A151 does not

show any shift in conformation (Supporting Information Table S2a).

None of the LYD N-terminal residues (D130 and H131, loop conforma-

tion in crystal structure) and C-terminal residues of these fragments

(valine, V135, and V136, helix in crystal structure), shows shift in con-

formational preferences (Supporting Information Table S2b). In SRS

fragment, V63 and methionine, M64 are the N-terminal residues and

glutamine, E68 and R69 are the C-terminal residues, all being loop in

the crystal structure (Supporting Information Table S2b). Here, except

E68, no other residue shows shift in conformational preference

between WP and WOP conditions. Overall, the conformational prefer-

ences of the flanking residues do not seem to be well correlated to

those of motif residues.

The shift of conformation in the presence of anion may be inter-

preted as the conformation without the anion is not favourable and the

residue needs to undergo conformational rearrangement to accommo-

date the anion. On the other hand, no shift in conformational prefer-

ence indicates that the anion can be readily accommodated. This way

one can identify the residues primarily responsible for anion recogni-

tion. In case of SNQ fragment where all the residues are polar, the

major conformational state in WOS condition has been stabilized by

FIGURE 5 Radial distributions of the oxygen (O) atom of solvent water molecule around Ca (green), N1 (red), and N2 (black) atoms of the
motif: for SQT fragment (a) in presence [gWS

Ca ðrÞ, gWS
N1 ðrÞ, gWS

N2 ðrÞ] and (b) in absence [gWOS
Ca ðrÞ, gWOS

N1 ðrÞ, gWOS
N2 ðrÞ] of sulphate; (c) and (d) similar

quantities for SNQ fragment; (e) for SRS fragment in presence [gWP
Ca ðrÞ, gWP

N1 ðrÞ, gWP
N2 ðrÞ] and (f) in absence [gWOP

Ca ðrÞ, gWOP
N1 ðrÞ, gWOP

N2 ðrÞ] of
biphosphate
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the sulfate ion in WS condition. This implies that the WOS conforma-

tion of all three residues is favourable for sulphate binding. In case of

SQT fragment the first two residues do not show shift in conforma-

tional preferences in WS condition as compared to the WOS condition.

Similarly basic H in GIH fragment, hydrophobic L, and polar Y in LYD

and basic R in SRS do not show shifts in conformation. All these results

point to the fact that the polar residues are favourable for sulphate rec-

ognition as found for the synthetic peptides.16,18,19 Interestingly, the

basic residues also adopt favourable conformation for anion recogni-

tion. The conformational preferences for majority of the motif residues

show shift in conformation in the presence of anions. This indicates

that the anions can act as conformational switches in these residues.

More importantly, the switching of the conformations can be con-

trolled by the residue sequences and the type of anion for a given

residue.

4 | CONCLUSIONS

To summarize, our classical force field based simulations indicate that

the motif residues fluctuate between different conformations without

anion, one of which is stabilized by the anion. The anion induced con-

formational preference in CaNN motif residues changes are sequence

specific. Although the sulphate ion is not stabilized in the vicinity of the

motif atoms, the back and forth motion of the ion with very short time

scale between successive approaches aids the structural changes. On

the other hand the biphosphate ion is stabilized in the vicinity of the

motif residues, leading to their conformational preferences. For a given

sequence, the conformational preferences of the residues are depend-

ent on the nature of the anion as well. However, the preference of the

conformation is not sensitive to the water distribution around the motif

residues and the flanking residues. The residues showing no shift in

conformational preferences by the anion are likely to be the ones

responsible for anion recognition. These are mostly polar and basic res-

idues. The microscopic method of identifying the anion recognizing res-

idues may be useful to understand ligand recognition in general. The

possibility of tuning conformational preferences by different anions

may be useful for device applications based on conformational tunabil-

ity of biomacromolecules.35,36
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Abstract
Anion binding  CαNN motif is found in functionally important regions of protein structures. This motif based only on back-
bone atoms from three adjacent residues, recognizes free sulphate or phosphate ion as well as phosphate groups in nucleo-
tides and in a variety of cofactors. The mode of anion recognition and microscopic picture of binding interaction remains 
unclear. Here we perform self-consistent quantum chemical calculations considering sulphate and phosphate bound  CαNN 
motif fragments from crystal structures of functional proteins in order to figure out microscopic basis of anion recognition. 
Our calculations indicate that stability and preference of the anion in the motif depends on the sequence of the motif. The 
stabilization energy is larger in case of polar residue containing motif fragment. Nitrogen atom of the polar residue of motif 
mainly participates in the coordination at the lowest energy levels. Anion replacement decreases stabilization energy along 
with coordination between motif atoms and oxygen atoms of anion shifted to higher energies, suggesting preference of the 
motif residues to specific anion. Our analysis may be helpful to understand microscopic basis of interaction between proteins 
and ionic species.

Keywords Anion recognition · Hydrogen bond · Coordination · Partial density of state · Polar residue

Introduction

Binding of anion to active sites of protein triggers biochemi-
cal processes, like enzymatic reaction, substance transpor-
tation and signal transduction [1–7]. Based on the type of 

interaction and the binding site structure revealed by X-ray 
crystallography and NMR, there are different kind of anion 
recognition motifs [8–12]. Among them sulphate  (SO4

2−) 
and phosphate  (PO4

3−) binding motifs receive attention due 
to the importance of sulphate and phosphate bound proteins 
in biochemical activities [8, 9, 13]. Recognition mechanism 
and interactions of sulphate or phosphate with the binding 
motif is not yet understood well.

Bioinformatics studies with a number of functional pro-
teins [8] and recent biophysical studies with model peptide 
fragments [14–16] show that three residue  CαNN motif can 
recognize sulphate and phosphate and form functional inter-
faces. This motif is constituted of backbone C�

i−1
  (Cα), N

i
 

(N1) and N
i+1

 (N2) atoms of three successive residues for 
recognizing anion [8, 13]. According to the crystal struc-
ture, out of four oxygen atoms (O) of anion (sulphate or 
phosphate), two interact with the motif atoms via hydro-
gen bonding [8, 13]. Though backbone atoms interact with 
anion, bioinformatics studies indicate preference of amino 
acid residue in the motif [8]. Recent experimental studies 
based on synthetic peptides show that presence of polar 
residues enhances anion recognition [14, 15]. Our recent 
molecular dynamics (MD) simulation studies on  CαNN 
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motif containing peptide fragments from functional proteins 
show that anion induces conformational changes in the motif 
residues in sequence dependent manners and also depends 
on the type of anion [17].

Since the backbone atoms do not possess any distinct 
electrical character, the stability of the anion is likely to 
involve polarization of the backbone atoms due to anion. All 
the previous theoretical studies are based on classical force 
field calculations which cannot capture polarization effects. 
The polarization effects can be best described by quantum 
chemical (QC) calculations considering electrons of differ-
ent atomic species in the system [18–22]. QC calculations 
for large bio-molecules are challenging due to the involve-
ment of a large number of electrons. Such calculations are 
usually done by truncating the system to only active parts 
[20, 21], while the solvent treated as a continuum [18–22]. 
In this study we perform QC calculations on anion (sulphate 
or phosphate) coordinated  CαNN motif fragments along 
with two flanking residues on both terminals, taken from 
the crystal structures of functional proteins. We perform the 
calculation in vacuum, as earlier studies show that metal 
ion coordination to protein fragments are well described by 
vacuum QC calculation [21]. Although the proteins struc-
tures are experimentally known, we optimize the structures 
in QC calculation, since we consider only a fragment of the 
protein in our calculations.

Different systems are as follows: (1) SNQ fragment 
(Pyridoxal 5′-phosphate (PLP) dependent enzyme 1-Ami-
nocyclopropane-1-carboxylate deaminase [23]; PDB ID: 
1F2D) with motif residues Serine(S)78, Asparagine(N)79, 
Glutamine(Q)80; (2) SQT fragment (Rhesus rotavirus VP4 
[24]; PDB ID: 1KQR) with motif residues, Serine(S)134, 
Glutamine(Q)135, Threonine(T)136 denoted as SQT frag-
ment; (3) LYD fragment (Polynucleotide phosphorylase [25]; 
PDB ID: 1E3H), with motif residues are Leucine(L)132, 
Tyrosine(Y)133, Aspartic acid(D)134 denoted as LYD frag-
ment; (4) GIH fragment (Extracellular domain of growth 
hormone receptor [26]; PDB ID: 1AXI) with motif residues 
Glycine(G)148, Isoleucine(I)149, Histidine(H)150; and (5) 
SRS fragment (Dihydrofolate reductases [27]; PDB ID: 
1VDR) with motif residues, Serine(S)65, Arginine(R)66 and 
Serine(S)67. Here the first four fragments bind to sulphate 
and the last fragment is phosphate binding motif. We have 
reported classical force field calculation on these systems 
[17]. This gives us opportunity to directly compare the QC 
results with those from force field calculations.

We consider all the fragments both with (denoted by 
WS and WP as with sulphate and bi-phosphate, respec-
tively) and without (denoted by WOS and WOP) anion. 
At physiological pH, the phosphate  (PO4

3−) is mostly 
available in dibasic  (HPO4

2−) form. So we consider 
 HPO4

2− instead of  PO4
3− in our system as done in our 

previous study [17]. We also study cases where  SO4
2− is 

replaced by  HPO4
2− (SRP) and vice versa (PRS). The sys-

tems are shown in Table 1. We have added neutral cap, 
N-terminus by acetyl (–COCH3) group and the C-terminus 
by N-methylamide (–NHCH3) group to the flanking resi-
dues as done earlier [28–31]. We have added the missing 
hydrogen atoms using visual molecular dynamics (VMD) 
based on CHARMM27 topologies [32]. The peptide seg-
ments are optimized in vacuum using density functional 
form of electronic ground state [33–35] in the Vienna 
Ab initio Simulation Package (VASP) with plane wave 
(PW) [34, 36] basis and projector augmented-wave (PAW) 
[33, 35] potentials. DFT-PW calculations have been used 
to describe systems, like bio-molecules in vacuum [37, 38] 
and water clusters [39], where non-bonded interactions 
are better described. We show that the stability of  CαNN 
motif is governed by the coordination of motif atoms with 
oxygen atoms of anion. The sequence of the motif as well 
as the type of anion influences the coordination pattern 
and consequently, the stabilization energy.

Theoretical methods

We use the plane wave basis with cutoff energy of 400 eV 
and periodic box size of 30 × 30 × 30 Å3 in the VASP [34, 
35, 40, 41]. We have used PAW potential with PBE as 
exchange-correlational functional and a gamma centered 
κ mesh of 1 × 1 × 1. We perform ionic relaxation for all 
the peptide fragment atoms followed by self consistent 
calculation for relaxing the electronic degrees of freedom 
to determine the electronic ground state energy.

Root mean square deviation (RMSD) calculation

We calculate the RMSD between the crystal structure of 
motif fragment and optimized structure of motif fragment 
in presence and absence of anion by superposing the two 
structures using the Pymol [42] software and evaluating 
root mean square displacement between the atoms of the 
two motif fragments.

Table 1  Systems taken for studies

The residues shown in bold are motif residues

System PDB IDs Sequences

1 1F2D (77)Gln-Ser(Cα)-Asn(N)-Gln(N)-Thr(81)
2 1KQR (133)Ala-Ser(Cα)-Gln(N)-Thr(N)-Gln(137)
3 1E3H (131)Hse-Leu(Cα)-Tyr(N)-Asp(N)-Val(135)
4 1AXI (147)Thr-Gly(Cα)-Ile(N)-Hse(N)-Ala(151)
5 1VDR (64)Met-Ser(Cα)-Arg(N)-Ser(N)-Glu(68)
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Calculation of hydrogen bond

We consider motif atoms as a hydrogen bond donor and 
oxygen atoms of anion as a hydrogen bond acceptor. We use 
the criteria of donor (D) to accptor (A) atom distance < 3.5 Å 
and D-H-A angle > 120° for consideration of hydrogen bond-
ing interaction.

Calculation of partial density of state (PDOS)

We calculate the density of states (DOS), representing the 
number of electronic states per unit of energy (in eV), in the 
optimized geometry. The total DOS is calculated from the 
energy levels of each individual state by projecting the DOS 
on all the orbitals. We then compute the different contribu-
tion of the different orbitals for each and individual atoms 
and calculate the partial density of state (PDOS) of the atom.

Calculation of stabilization energy

We calculate the single point energy of the ion–electron 
system in the optimize structure of peptide fragments both 
in presence and absence of anion. The stabilization energy 
(SE), ΔESE is defined as the energy difference between the 
anion bound motif and the free components. We also calcu-
late the energy difference by replacing the anion.

Results

Optimized structures

The optimized geometries of SNQ motif fragment in WOS, 
WS and SRP conditions are shown in Fig. 1a–c. With respect 
to the crystal structure the RMSD of optimized structures 
of SNQ motif fragment in WOS (Fig. 1a), WS (Fig. 1b) and 
SRP (Fig. 1c) is 0.585 Å, 0.310 Å and 1.237 Å, respectively. 
Oxygen atoms of the anion are numbered according to the 
crystal structure of the corresponding peptide fragments 
[23–27]. Here in WS condition  Cα and N1 atoms of the motif 
forms hydrogen bonds with O3 and N2 atom of the motif 
forms hydrogen bond with O4 atom (Fig. 1b). In SRP the 

hydrogen bond pattern is different; N1 and N2 atoms of the 
motif form hydrogen bonds with O3 atom of bi-phosphate 
and hydrogen bonding interaction between  Cα atom of the 
motif and oxygen atom of anion is disrupted (Fig. 1c).

Similar patterns are observed in other motif fragments. 
In the optimized geometry of WS and WP fragments, most 
of the hydrogen bonds between anion and motif atoms are 
improved in terms of hydrogen bond distance and angle 
(Table S1).  Cα and N1 atoms of the motif form hydrogen 
bonds with one oxygen atom of the anion concurrently and 
N2 atom of the motif forms hydrogen bond with another 
oxygen atom of anion. In SRP—SQT fragment  Cα and N1 
atoms of the motif form hydrogen bonds with O1 atom of 
bi-phosphate, while hydrogen bond between N2 atom of the 
motif and oxygen atom of anion is disrupted (Fig. S1). In 
SRP—LYD case  Cα and N1 atoms of the motif form hydro-
gen bonds with O3 atom and N2 atom of the motif forms 
hydrogen bond with O2 atom of bi-phosphate (Fig. S1). 
In SRP—GIH case  Cα atom of the motif forms hydrogen 
bond with O2 atom and N1 and N2 atoms of the motif form 
hydrogen bond with O3 atom of bi-phosphate (Fig. S1). Due 
to replacement of bi-phosphate by sulphate (PRS—SRS) 
hydrogen bonding interaction between  Cα atom of the motif 
and oxygen atoms of anion is disrupted. N1 and N2 atom 
of the motif forms hydrogen bond with O2 and O4 atom of 
sulphate, respectively (Fig. S1). Therefore, hydrogen bond-
ing patterns between motif atoms and anion change due to 
replacement of anion.

Coordination of anion

We calculate PDOS contribution of the peptide and the cap-
ping atoms of the peptide fragment across the energy spec-
tra. The energy values are given with respect to the Fermi 
energy. Representative cases are shown for SNQ for WOS 
(Fig. 2a), WS (Fig. 2b) and SRP (Fig. 2c) conditions. Simi-
larly data for SRS fragment in WOP, WP and PRS are shown 
in Fig. 2d–f respectively. PDOS of all capping atoms (black 
line) is found to be negligible compared to all peptide atoms 
(red line) in the entire energy range. Additional data are 
shown in Supporting Information. Thus our QC results are 
not affected by the capping. The PDOS of different atoms of 

Fig. 1  Optimized geometry of 
 CαNN motif residues in SNQ 
fragment: a in absence of sul-
phate (WOS), b in presence of 
sulphate (WS) and c in presence 
of bi-phosphate replacing the 
sulphate (SRP). The hydrogen 
bonds between motif atoms 
and oxygen atoms of anion are 
shown in yellow dotted line
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sulphate and bi-phosphate are shown in Fig. 3a, b, respec-
tively. The PDOS peaks of oxygen atoms of anion are mainly 
distributed in the energy range − 10 eV to − 30 eV. PDOS 
of individual atoms of the motif residues S, N and Q in 
WS—SNQ fragment are shown in Fig. S2a–c, respectively 
as representative case. Here also we find major PDOS contri-
butions of the atoms come from the energy range − 5 eV to 
− 30 eV.

We analyze the simultaneous PDOS contributions of 
motif atoms of the peptide fragment and the atoms of the 
anionic species in WS and WP cases. If the peaks of PDOS 
of a motif atom and an atom of the anion lie within 0.04 eV 
(thermal energy at room temperature), the atom pairs are 
taken to coordinate at an energy, given by the mean of the 
peak values. Let us now consider the motif atoms in dif-
ferent sequences. Figure 4a–c show the PDOS of the motif 
atoms of SNQ fragment along with the sulphur and oxygen 
atoms of sulphate. It shows simultaneous PDOS contribution 
of the motif atoms and oxygen atoms of the sulphate take 
place within the energy range − 10 eV to − 16 eV. The low-
est energy coordination takes place between N2 atom of the 
motif and O4 atom of sulphate at E = − 15.30 eV. Both  Cα 
and N1 atoms of the motif coordinate with O3 atom of sul-
phate at a slightly higher energy (− 14.27 eV). These oxygen 
atoms of anion are also found to form hydrogen bond with 
the motif atoms  Cα, N1 and N2 in SNQ fragment.

Fig. 2  PDOS of all peptide atoms barring the capping atoms (red) 
and the capping atoms (black) for different energy for SNQ fragment: 
a in absence of sulphate (WOS), b in presence of sulphate (WS) and 
c in presence of bi-phosphate replacing the sulphate (SRP) and for 
SRS fragment: d in absence of bi-phosphate (WOP), e in presence 
of bi-phosphate (WP) and f in presence of sulphate replacing the bi-
phosphate (PRS)

Fig. 3  PDOS of a sulphate and b bi-phosphate for different energy

Fig. 4  PDOS of S (cyan), O1 (blue), O2 (green), O3 (red) and 
O4 (black) atoms of bound sulphate and motif atoms of peptide 
(magenta): a  Cα of S78, b N1 of N79 and c N2 of Q80 in case of 
SNQ fragment in WS condition as function of energy
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The other cases are shown in Figs. S3–S6. In case of 
SQT fragment PDOS of the motif atoms along with the 
sulphur and oxygen atoms of sulphate are shown in Fig. 
S3a–c. The lowest energy coordination takes place between 
 Cα and N1 atom of the motif and O2 atom of sulphate both 
at E = − 11.70 eV. N2 atom of the motif coordinates with O1 
atom of sulphate at slightly higher energy, E = − 11.04 eV. In 
LYD fragment N1 and  Cα atom of the motif coordinates with 
O4 atom of sulphate at lowest energies E = − 14.90 eV and 
− 14.85 eV, respectively (Fig. S4a–c). At E = − 13.48 eV, N2 
atom of the motif coordinates with O2. N1 atom of the motif 
also coordinates with O4 atom of sulphate at higher energy 
− 13.44 eV and − 11.28 eV. In GIH fragment lowest energy 
coordination takes place between N2 atom of the motif 
and O3 atom of sulphate at E = − 16.52 (Fig. S5a–c). At 
E = − 15.01 eV, N2 atom of the motif also coordinates with 
O3 atom of sulphate. N1 atom of the motif coordinates with 
O4 atom of sulphate at higher energy, E = − 10.06 eV. Fig. 
S6a–c show the PDOS of the motif atoms of bi-phosphate 
bound SRS fragment along with the phosphorus and oxygen 
atoms of bi-phosphate. Here, the lowest energy coordination 
takes place between N2 atom of the motif and O3 atom of 
bi-phosphate at E = − 11.95 eV. Both  Cα and N1 atoms of the 
motif coordinate with O2 atom of bi-phosphate at a slightly 
higher energy (− 11.12 eV).

Overall in case of SNQ, GIH and SRS fragments the 
lowest energy coordination takes place between oxygen 
atom of anion and N2 atom of the motif. For SQT and LYD 
fragments  Cα and N1 atoms of motif coordinate with one 
oxygen atom of the anion simultaneously at lowest energy. 
In all these motif fragments, the coordinated oxygen atoms 
of anion are also found to be hydrogen bonded with the 
corresponding motif atoms (Table S1). We also study the 
simultaneous PDOS contributions of side chain atoms of 
the motif residues and the oxygen atoms of the anion. In 
case of S of SNQ fragment, other than  Cα atom of motif 
residue side chain atoms  Cβ and  Oγ coordinate with O1 
atom at E = − 14.5 eV (Fig. 5a). Side chain  Nδ2 atom of 
motif residue N also coordinates with O3 atom of sulphate 
at E = − 13.8 eV (Fig. 5b). Thus the side chain atoms of 
S and N in SNQ fragment participate in coordination with 
sulphate. We do not observe side chain atom coordination 
in other motif sequences.

PDOS of  Cα and N atoms of terminal flanking residues 
Q77 and T81 in case of SNQ fragment along with atoms of 
sulphate are shown in Fig. 5c, d. Simultaneous PDOS contri-
butions of oxygen atoms of sulphate and any of these atoms 
of flanking residue Q77 and T81 are not observed (Fig. 5c, 
d). In the other cases also terminal flanking residues do not 
contribute simultaneously with the PDOS of oxygen atoms 
of anion in the ground state energy range. Therefore, the 
terminal flanking residues do not participate to coordinate 
with the oxygen atoms of anion.

Stabilization energy

We show in Table 2 the stabilization energy ΔESE of the 
systems due to presence of anion. Table 2 indicates that in 
all the cases the stability of the system enhances in pres-
ence of anion. However, ΔESE is sequence dependent: 
SNQ > SQT > LYD > GIH. For both the SNQ and SQT frag-
ments all the coordinating residues are polar. The additional 
stability of SNQ compared to SQT may be due to coordina-
tion of side chain atoms of S and N as well. LYD fragment 
gives more stabilization energy as compared to GIH frag-
ment. In LYD fragment L is non-polar, Y is polar and D is 
acidic in nature. In GIH fragment G and I are non-polar and 
H is also non-polar at physiological pH. Presence of polar 
residue in LYD fragment gives larger stabilization energy 
as compared to GIH fragment. In bi-phosphate bound SRS 
fragment stabilization energy is less than sulphate bound 
cases, though there are two polar and one basic residue.

Fig. 5  PDOS of S (cyan), O1 (blue), O2 (green), O3 (red) and O4 
(black) atoms of bound sulphate and a side chain atoms of S, b side 
chain atom of N, c  Cα and N atoms of the flanking residue Q77 and d 
 Cα and N atoms of the flanking residue T81 in case of SNQ fragment 
in WS condition as function of energy

Table 2  Stabilization energy of  CαNN motif containing fragments in 
presence and absence of the anion

Fragment containing the  CαNN 
motif residues

Stabilization energy in kcal/
mol
ΔESE = EWS/WP − (EWOS + ESO4/
EHPO4)

SNQ fragment (WS) − 439.4
SQT fragment (WS) − 436.6
LYD fragment (WS) − 428.8
GIH fragment (WS) − 422.1
SRS fragment (WP) − 257.3
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Replacement of anion

We also study the coordination of the motif atoms with the 
oxygen atoms of anion by replacement of anion. The coor-
dination scenario changes due to anion replacement. In case 
of SRP—SNQ fragment PDOS of N atoms of the motif are 
found to appear simultaneously with the PDOS of O3 atom 
of bi-phosphate (Fig. S7). The lowest energy coordination 
takes place between N1 atom of the motif and O3 atom 
of bi-phosphate at E = − 7.526 eV. N2 atom of the motif 
coordinates with O3 atom of bi-phosphate at higher energy, 
E = − 6.982 eV (Fig. S7). On the other hand in presence of 
sulphate (WS—SNQ) motif atoms coordinate with oxygen 
atoms of sulphate at the energy range − 16 eV to − 14 eV. 
Thus, in contrast to the sulphate bound case, here the coor-
dination takes place at higher energy.

We find similar trends in all other cases. In SRP—SQT 
fragment energetically the deepest coordination takes place 
between N1 atom of the motif and O1 atom of bi-phosphate 
at E = − 7.142 eV. N2 atom of the motif coordinates with 
O3 atom of bi-phosphate at higher energy, E = − 6.738 eV 
(Fig. S8a–c). In SRP—LYD fragment the lowest energy 
coordination takes place between N1 atom of the motif and 
O3 atom of bi-phosphate at E = − 7.939 eV. N2 atom of the 
motif coordinates with O2 atom of bi-phosphate at slightly 
higher energy (− 7.883 eV) (Fig. S9a–c). The lowest energy 
coordination takes place between N1 atom of the motif 
and O3 atom of bi-phosphate at E = − 11.123 eV in case of 
SRP—GIH fragment (Fig. S10a–c). In case of PRS—SRS 
fragment lowest energy coordination takes place between N2 
atom of the motif and O4 atom of sulphate at E = − 8.427 eV. 
N1 atom of the motif coordinates with O2 atom of sulphate 
at higher energy (− 7.603 eV) (Fig. S11a–c). Thus due to 
replacement of anion lowest energy coordination between 
motif atoms and oxygen atoms of anion take place at higher 
energy for all the fragments. Due to anion replacement in the 
motif fragment stabilization energy decreases and relative 
stabilization energy also becomes positive (Table 3) in all 
the cases, indicating energetically unfavorable conditions.

Discussion

We also perform benchmark calculation for SQT fragment 
using Gaussian 03 [43] considering B3LYP functional with 
6-31G (2d, 2p) basis set which is normally used for biomol-
ecules systems [20, 44–46]. We find that the dihedral angles 
(φ, ψ, χ1) in the VASP optimized and crystal structures are 
similar (Table S2). Consequently we take the crystal struc-
ture and perform partial optimization of SQT peptide frag-
ment both in presence and absence of sulphate by fixing 
all the non-hydrogen atoms. In the optimized geometry we 
analyze the orbital contributions of motif atoms and anion 

over the molecular orbitals of the system. We also study the 
charge distribution in the optimized geometry both in pres-
ence and absence of sulphate using natural population analy-
sis (NPA). We compute the occupancies of all the atomic 
orbitals in the molecular orbitals. Our calculations indicate 
that the simultaneous contribution of motif atoms and oxy-
gen atoms of sulphate takes place within the energy range 
− 14 eV to − 18 eV in case of SQT fragment (Fig. S12). N2 
atom of the motif coordinates with O1 atom of sulphate at 
E = − 16.12 eV.  Cα and N1 atom of the motif coordinates 
with O2 atom of sulphate at E = − 15.52 eV and − 15.98 eV, 
respectively. The coordination is comparable to the VASP 
results, although the co-ordinations take place at lower ener-
gies. We also calculate the changes in natural charges on the 
atoms of the motif residues due to presence of sulphate. We 
find that the amount of charges lost by sulphate (0.218) in 
bound state is distributed over the peptide atoms as shown 
in Table S3.

Since the same systems have been studied by us ear-
lier by classical force field simulations [17], it is worth to 
compare the present results to those from simulations. Our 
classical force field based molecular dynamics (MD) simu-
lation studies show anion induced conformational prefer-
ence in the motif residues [17]. A conformational prefer-
ence of a residue has been defined as percentage of right 
handed helix (RH), beta (β), left handed helix (LH) and 
coil (C) over simulated conformation in equilibrium. It is 
observed that conformational preferences of motif residues 
fluctuate without anion and anion typically stabilizes one 
of the residue conformations observed in absence of the 
anion [17]. If the conformational preference in the pres-
ence of anion is one as the minor population in the absence 
of anion, the residue is said to undergo conformational 
switching induced by the anion, else the residue does not 
undergo conformational switching. Tables S4 and S5 show 
in details the conformational preference of motif residues 
and the coordination pattern in these residues. The motif 
residue in each peptide fragment which does not show 
conformational switching due to presence of anion coordi-
nates with the oxygen atom of the anion at lowest energy. 

Table 3  Stabilization energy of  CαNN motif containing fragments on 
replacement of anion

Fragment contain-
ing the  CαNN motif 
residues

Relative stabilization energy due to replace-
ment of anion
(ESRP/PRS + ESO4/HPO4) − (EWS/WP + EHPO4/SO4) 
in kcal/mol

SNQ fragment (SRP) 441.2
SQT fragment (SRP) 280.0
LYD fragment (SRP) 308.9
GIH fragment (SRP) 531.2
SRS fragment (PRS) 104.5
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These residues are mostly polar in nature. The residues 
undergoing conformational switching have coordinated at 
higher energy levels in general. Thus the residues having 
no conformational switching are the ones in energetically 
favorable condition for coordination.

The connection between conformational switch and coor-
dination energy is revealed by anion replacement as well, 
although the coordination energies are shifted to higher val-
ues. Due to anion replacement conformational switching of 
the motif residues is not observed in case of SNQ, SQT and 
GIH fragment (Table S5) where we observe coordination 
with anion oxygen, albeit shifted at higher energy than WS/
WP cases. Only L in LYD fragment undergoes conforma-
tional switching in SRP condition. This residue does not 
participate in coordination (Table S5). Similarly, S in SRS 
fragment undergoes conformational switching in PRS condi-
tion and it also does not participate in coordination.

According to the bioinformatics study [8] based on the 
crystal structure database analysis of the sulphate/phosphate 
binding proteins, the anion-binding  CαNN motif interacts 
with the anionic oxygen via backbone  Cα and N atoms of 
the consecutive motif residues in a specific pattern, where 
both Cα and N1 atoms of the motif interact with one oxygen 
atom of the anion concurrently and N2 atom of the motif 
interacts with another oxygen atom of anion. In QC study we 
find that this stable interaction pattern mainly stabilizes the 
anion in the motif and gives the anion selectivity. Our stud-
ies also support the observation from previous biophysical 
studies [14, 15] based on the  CαNN motif containing syn-
thetic peptide fragments that polar residues are the primary 
ones to give stability to the motif. Our studies suggest that 
the connection between conformational change and coor-
dination of anion with the polar residue atoms is universal.

Conclusion

Our quantum chemical calculations show that the stability of 
 CαNN motif is governed by the coordination of motif atoms 
with oxygen atoms of anion. The sequence of the motif 
influences the coordination energy and stabilization energy. 
We find larger stabilization energy in case of motif having 
more polar residues. Stability of the motif also depends on 
the type of anion. The most nontrivial aspect of our results 
is the intimate connection between coordination and con-
formational preferences of the residues which has not been 
established so far to the best of our knowledge. We consider 
the motif residues from different proteins which have differ-
ent functional sites, and, therefore, this study may be useful 
to get the microscopic insights into their functions. Similar 
analysis can be useful for understanding stability of other 
ligand binding motifs as well.
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Abstract

Self-assembly by amphiphilic molecules with solvent exposed hydrophobic groups

are relevant in biomolecular systems as well as in technological applications. Here we

study such self-assembly in these systems using a model system of spherical particles

having charge at core but solvent repelling surface, using Monte-Carlo simulations

and mean field treatment. We find that solvophobicity mediated attraction leads

aggregation, while electrostatic repulsions control stability of finite clusters. The

aggregation threshold relates the parameters of two interactions through an algebraic

dependence. The study also qualitatively explains experimental observations on

aggregation of misfolded proteins and can be useful guide to tune stability of nm

sized self-assembly in systems with exposed hydrophobic groups.

K E YWORD S

amphiphilic assembly, long-ranged repulsion, misfolded protein, Monte Carlo simulation,

short-ranged attraction

1 | INTRODUCTION

Self-assembled structures at nanometer (nm) length scale are often

formed by amphiphilic macromolecules with hydrophobic parts

exposed to water,[1–3] just opposite to their normal tendencies. Such

self-assembled structures have applications in material science,[4–6]

and biomolecular systems as well.[6–9] Although self-assembly is a

manifestation of balance of competing attractive and repulsive

forces,[10,11] microscopic picture of stabilizing self-assembled struc-

tures in macromolecules with solvent exposed hydrophobic parts, is

yet far from understood.

Amphiphilic biomacromolecules,[12] like proteins have natural ten-

dencies to expose their hydrophilic moieties to water and bury hydro-

phobic moieties to avoid water in native state. Clustering in native

proteins, like lysozyme in aqueous medium[13] has been explained

using colloidal self-assembly where balance is achieved between

short-ranged attraction and long-ranged repulsion (SALR).[10,11] The

short-ranged attraction results from osmotic pressure difference due

to solvent depletion[10,11] and the long-ranged repulsion are electro-

static. Sometimes due to mutation, physiological stress and changes in

physiochemical conditions proteins undergo deviations from native

structures, exposing the hydrophobic parts as well to water.[6,14]

Extended fibril structure of peptide aggregations with exposed hydro-

phobic groups, known as amyloids, has been widely studied due to

their relevance in neurodegenerative diseases.[6–9] Neurotoxicity of

amyloids depends on their sizes: Large amyloids are not

neurotoxic.[6–9] Experimental studies indicate that hydrophobic parts

of the peptides are largely responsible for amyloid formation.[15] How-

ever, the size of amyloids also depends on salt concentration and pH

of the medium.[15,16] These experiments suggest that the competing

forces in these systems are attraction between hydrophobic moieties,

known to lead to hydrophobic collapse[17,18] and electrostatic repul-

sion. The competition is quite complicated in nature as has been rev-

ealed from recent experiments.[19] These experiments report solubility

of amyloids as a function sodium chloride salt concentration has a

minimum at a given temperature, the self-assembled structures being

stable above the solubility line. Colloids[20–24] with attractive patches

on particle surface has been used to model self-assembled structures

of macromolecules with exposed hydrophobic moieties. However,

there has been yet no attempt to the best of our knowledge to
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understand the experimental observations on such systems, like amy-

loids, as balance of forces between hydrophobic and hydrophilic sites.

It is not even clear if such structures are formed in equilibrium or

driven by kinetics.[25]

Solvophobic particles much larger than the solvent molecules have

been considered in the past.[26–30] These particles repel solvent mole-

cules stabilizing vapor phase of low density around them. The vapor

phase grows thicker as the liquid-gas phase coexistence is approached

in subcritical condition.[31] The solvent mediated effective interaction

between two such solutes arises due to difference in Laplace pressure

at the liquid-vapor interface.[32] The attraction can be represented by

a harmonic potential with spring constant[32] α. Physically, harmonic

dependence originates from stability of configuration where solvent

molecules are pushed away by both the solvophobic surfaces. Here

we consider model particles with spherical surface repelling solvent

molecules which mimics exposed hydrophobic groups and a charge

placed at the center to mimic the hydrophilic (charged) sites. In this

qualitative study, we do not explicitly take solvent, rather the solvent

effects are taken implicitly through effective pair potentials between

the model solute particles, routinely done for soft matter sys-

tems.[33,34] The effective harmonic interaction is taken between

solvophobic surfaces. The screened electrostatic repulsion is taken

between the core charges with screening length given by κ−1, used

for charge-stabilized colloids.[35–37] Our Monte Carlo simulations

studies coupled with mean field analysis show that finite nm sized

clusters are stable below a threshold value of κ, while the system

forms aggregate above the threshold for a given α. The threshold

shows algebraic dependence between α and κ with exponent, inde-

pendent of system parameters. The experimental observations are

qualitatively understood from the model.

2 | METHODS

2.1 | Monte-Carlo (MC) simulations of model system

The interaction potential between two solvophobic particles of radius R,

surrounded by vapor of radius Λ0, has been derived in Chakrabarti and

Dutta.[32] Excluding the linear terms, theeffective interaction,VA(s) =α s
2/2R,

so far as the surface-to-surface distance[32] s ≤ 2Λ0. Here α = 8πγ[Λ0/R

− 1] is an effective spring constant where γ is surface tension at the gas-

liquid interface of width[32] Λ0. We take screened electrostatic repulsion

between the core charges, known as Derjaguin-Landau-Verwey-Overbeek

(DLVO) potential[38] with the form, VC(s) = Xe−κs/s. The prefactor of the

electrostatic repulsion is considered as X = (Z2e2e2κR/[1 + κR]2)1/4πε0ε and

κ =
P

i z
2
i cie

2NA=ε0εkBT
� �1=2

is the inverse of Debye screening length.

Here Z is the number of charges present in a model particle, e the

electronic charge, ε dielectric constant of solvent, ε0 the electric per-

mittivity in vacuum, zi the valence of each type (i) of ion present in the

solution, including contributions from salt as well as from the model

particles, kB the Boltzmann constant, ci the ionic concentration in

mol/L and NA the Avogadro's Number.
P
i
z2i ci, excluding the particle

charge, gives ionic strength(I). The electrostatic repulsion gets expo-

nentially damped with a length scale κ−1.

We consider particle radius as the length unit and energy unit kBTR

at room temperature (TR = 300 K). The MC simulations have been per-

formed in a cubic box of dimension l = 14.0 nm with the periodic

boundary conditions in all three directions. There are N=1000 model

particles of diameter (d = 2R) 1.0 nm and charge 28, typical, for

instance, in proteins in neutral solvent at room temperature. The vol-

ume fraction (volume of a particle times the number density) of the

model particles is 0.15. The particle positions are updated according

to the Metropolis algorithm.[39] The simulations are run for 100 000

MC steps out of which first ~30 000 MC steps are discarded for equil-

ibration, as judged from the potential energy of the system and differ-

ent quantities are averaged for configurations[39] of last 70 000 steps.

Initially we perform simulation for a fixed value of α and κ. Then, we

gradually enhance magnitude of κ. That certain value of κ, for which

all the particles come together to form aggregate is considered thresh-

old value of κ, (κth) for that fixed α.

We identify clusters formed by the particles by arbitrarily choos-

ing ith particle and then calculate distance rij for all of jth particles

(i 6¼ j) with respect to ith particle over equilibrium trajectories, as

detailed in Allen and Tildesley.[39] If rij is less than a certain dis-

tance (rcl = 1.2d) then these jth particles are considered to belong to

the same cluster as the ith[39] particle and total number of particles

belong to that particular cluster gives cluster size, Cs. The process is

repeated for other particles. We calculate number of clusters of differ-

ent sizes in equilibrium configurations to yield distribution of cluster

size P(Cs) and compute the mean value (Cs). We further compute the

structural pair correlation functions[40] (g(r)), which gives the probabil-

ity of finding a neighbor atom around a central atom within a spherical

shell of radii r and r+Δr. g(r) is computed by binning the separation

between different pair of particles averaged over equilibrium

configurations.

3 | RESULTS AND DISCUSSION

Since we do not consider explicitly the solvent molecules, we tune

parameters of the effective potential to mimic effects of changing sol-

vent conditions. Let us consider the case of room temperature. Water

at room temperature is in subcritical condition.[41] We take Λ0/R≈

1.27 observed for Lennard-Jones systems in earlier studies in a sub-

critical liquid near phase-existence.[32] Using experimental value[42,43]

of γ at room temperature, we obtain that α* = αR2/kBTR = 3.0. We

observe that in presence of solvophobicity-mediated attraction only,

particles tend to form aggregated structure, along with Cs ~ N span-

ning the system. In order to ensure equilibrium of our model system,

we generate Cs for different (14) windows, each consisting of 5000

configurations. We estimate error in the mean cluster size from the

standard deviations of the average cluster sizes over the windows.

We find that for all of the cases, Cs shows similar values within an

error of 1%, indicating equilibrium aggregation in the system. This

aggregation of the order of system size is analogous to hydrophobic
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collapse[17,18] known in the literature. Similar system spanning clusters

have been reported in SALR colloidal models as well.[44,45]

Next, we consider effect of the electrostatic repulsion which com-

petes with the solvophobic attraction. The harmonic potential will

bring particles close together, but the electrostatic repulsion will take

them apart. The self-assembly is due to balance between these forces.

We increase κ* for α*(=3.0) fixed at the room temperature. Experimen-

tally, κ* is increased by increasing salt concentration for a fixed tem-

perature, solvent dielectric constant, and charge at the center of the

solute. Some representative cases are shown in Figure 1A-C. P(Cs) has

sharply peaked structures, showing uniformity in size distribution of

clusters. We find that at α* = 3.0, for low κ* (= 2.0), P(Cs) is unimodal

(Figure 1A) and Cs ~ 2.0, indicating formation of small clusters. The

error in the mean cluster size is ~1%. If we further increase screening

(κ* =6.0), P(Cs) (Figure 1B) is bimodal with a strong peak around Cs≈

100 and a much lower peak around Cs≈ 800 ~ N. This is indicative of

predominant presence of finite but large clusters at this screening.

The bimodal cluster size distribution gives a larger error (~10%) in the

mean cluster size. Finally, at κ* =13.0, P(Cs) is primarily unimodal

(Figure 1C) with Cs ~ N. Thus, there is a threshold value of κ*, κ*th

below which finite clusters are stable, while above this the peak

corresponding to system spanning clusters is stronger than that for

finite clusters.

The pair correlation functions g(r) for different cases are shown in

insets of Figure 1A-C. The g(r) data in inset (a) shows a single strong

peak characteristic of a liquid. However, the g(r) data in insets (b) and

(c) show second peak of almost equal magnitude as the first one in

the presence of clusters, indicating strong correlations persisting up to

second coordination shell in the clusters. However, the correlation

peak decay within a short distance (~4 nm), typical for amorphous

structures. Considering spherical amorphous clusters at mean scaled

density as in our simulation, typical radius of a cluster of 100 particles

is approximately 5 nm. This length is comparable to the decay length

of the correlation.

Earlier[31] studies show that at a given temperature in the subcriti-

cal region, the gas-liquid interface decreases as one moves away from

the gas-liquid phase coexistence line by increasing liquid density. Thus

decrease in α* corresponds to increase in liquid solvent density away

from the gas-liquid phase coexistence at a given subcritical tempera-

ture. We vary α* to mimic the effect of changing solvent density at

room temperature. We show in lnα* vs lnκ* plot (Figure 2A), the

regions of stability of finite clusters vis-a-vis aggregations spanning

the system. The κ*th values for different values of α* are shown by the

symbols. The curves joining the lines are the best fits which we call

the aggregation lines. The aggregation line is the boundary between

two different self-assembled structures. Above the lines the particles

form aggregates, while below it the particles form finite clusters. We

find two different regimes of aggregation lines: For lower κ*, we find

from the slope of the log-log plot that α*e κ*th
� �−1:5

giving the equation

of the aggregation line. For larger κ*, the dependence is much weaker,

the aggregation curve being α*e κ*th
� �−0:2

.

We also consider cluster size variation by tuning the electrostatic

repulsion at room temperature upon changing dielectric constant ε

and charge of the particles, Z at a given salt concentration, while keep-

ing the hydrophobic part unchanged. Dielectric constant of solvent is

known[46,47] to control self-assembly of charged colloids. Here, we

model different solvent implicitly by changing dielectric constant, ε.

We show VC(r) for different values of ε and Z in Figure 2B. We

observed that VC(r) is longer ranged for ε=60 than that for ε=40 for

the same value of Z(=28). The prefactor of the electrostatic repulsion,

X, decreases with increasing ε. However, inverse Debye screening

length κ* also decreases with increasing ε which renders the range of

F IGURE 1 Probability distribution of cluster size P(Cs) of model
system, in presence of a fixed solvophobicity mediated attraction
(α* = 3.0) and different κ*. A, Finite size cluster for κ* = 2.0. Inset:
Radial distribution function g(r) vs r plot. B, Coexisting small clusters
and aggregation for κ* = 6.0. Inset: g(r) vs r plot. C, Large aggregation
at κ* = 13.0. Inset: g(r) vs r plot
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the repulsion longer and outweighs the decrease in X. We observe

(Figure 2C) that for α* = 3.0 the cluster size decreases as we increase ε.

The enhancement of electrostatic repulsion, compared to the hydro-

phobicity mediated attraction, VA(s) (inset of Figure 2B) leads to

decrease in cluster size. Similar enhancement in range of electrostatic

repulsion by decreasing charge at the center (Z) (Figure 2B) leads to

decrease in cluster size (inset of Figure 2C). Here also, the increase in

X, is outweighed by increase in the Debye screening length with Z,

leading to decrease in electrostatic potential compared to the hydro-

phobic attraction.

We now turn our attention to temperature dependence of self-

assembly in our model. Since the dielectric constant of a normal liquid

varies inversely with temperature[40] the electrostatic repulsion is not

sensitive to temperature. However, the hydrophobic potential is sen-

sitive to temperature.[32] The width of liquid-vapor interface around a

solvophobic particle increases with temperature in a subcritical sol-

vent due to increasing compressibility.[43,48] On the other hand, the

surface tension decreases with temperature.[42] These two effects

compete so that α* has nonmonotonic dependence on temperature as

shown earlier.[30,32,49] We use known experimental values of surface

tension of water at different temperatures.[42] The experimental

values of isothermal compressibility at different temperatures[43] of

water have been employed to calculate the interfacial width using

relation derived in Meyer et al.[27] Meyer et al.[27] considers Lennard-

Jones fluid, not polar water. However, compressibility is related to

long wavelength fluctuations of density[40] primarily governed by the

positions of the oxygen atoms. Hence, orientation of water molecules

in the solvent would not be important for compressibility. The data in

Figure 2D indicates that for small value of κ* (= 2.0), the cluster size

shows nonmonotonic dependence over temperature with maximum

at an intermediate temperature. We also observe that at physiological

temperature (37�C) the cluster size is ~2.0. In the low and high tem-

perature region, the error in mean cluster size is around 1%, while that

in the intermediate region close to maximum cluster size is ~10%.

3.1 | Case of misfolded protein clusters

Since misfolded proteins form an important class of self-assembled

structures with exposed hydrophobic parts,[1–3] it is interesting to

compare our model to the self-assembly of misfolded proteins. The

most important feature of the model is the presence of gas bubble

surrounding the solvophobic particles. Formation of gas bubble[50,51]

has been observed at interface of hydrophobic solid and water. The

solvation behaviors of proteins are complex due to presence of hydro-

philic residues in the vicinity of hydrophobic moieties. We perform full

atomistic molecular dynamics (MD) simulations of polypeptides in sev-

eral functional proteins[52–56] (details of the peptide, simulation proto-

col, and the secondary structures along with root mean squared

deviation plots of the peptides are in Table S1, Supplemental material

and in Figures S1(a)-(j), respectively) having both hydrophobic and

hydrophilic amino acid residues in water in physiological condition to

calculate solvent distribution around different residues. The simula-

tions have been carried out using the Amber99ILDN[57] force field

parameters in the Gromacs package.[58,59]

We compute water distribution around different types of residues

(ρ(r)) by binning the separation r between oxygen atom of water and

backbone carbon atom of the polypeptide over equilibrated trajecto-

ries. It may be noted that the water distribution about different resi-

dues are resultant of different interactions between water molecules

and the atoms in a residue. Figure 3A shows the distributions around

F IGURE 2 A, Phase diagram in α* and
κ* in plane showing finite size cluster and
large aggregated structure. The solid line

shows α*e κ*th
� �−1:5

dependence, while

dashed line represents α*e κ*th
� �−0:2

for

aggregation threshold. B, VC(r) vs r for
different values of ε and Z. Black solid:
ε=40, Z =28, gray solid: ε=60 and Z =28.
Black dashed: ε=80, Z =50 and gray
dashed: ε=80, Z =90. Inset: VA(s) vs s plot
for a fixed value of α* (= 3.0). C, Increase

of Cs with decrease of polarity (ε) of the
solvent. Inset: Decrease in cluster size

Cs
� �

with increasing charge of the core

(Z). D, Decrease of Cs with increase of
temperature (T)
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acidic, basic, polar, and hydrophobic residues. The figure indicates that

water distribution is largest around acidic residues and then follows

the basic residues, while polar and nonpolar residues are having water

distribution weaker by about 30% compared to the acidic ones. We

assume that picture of stabilization of low-density water vapor holds

near the hydrophobic residues of polypeptide so that our model can

be applied at least qualitatively. The hydrophobic effects are repre-

sented by a smooth solvent repelling spherical surface. The hydro-

philic charged sites are given by charge at the center of the sphere.

The phase diagram in Figure 2A shows that the aggregates are sta-

ble with increasing α* for a given κ*. This is qualitatively consistent

with observations that the stretch of hydrophobic parts of the pep-

tides favors amyloid formation.[15] Fluorescence correlation spectro-

scopic (FCS) studies[15] indicate that size of clusters increases with

increasing ionic strength of the solution by adding NaCl. We find from

our simulation that the cluster size increases monotonically for a fixed

value of α* below κ*th. The lnCs vs lnI* plot in Figure 3B for α* =3.0

shows Cs ~ (I*)2.3 dependence below κ*th(=13.0) which is in qualitative

agreement with FCS studies.[15] Scattering measurement shows that

salts of divalent metal ions at micromolar concentration[16] leads

β-amyloid to precipitate, forming large sized assembly. This is consis-

tent with our results, for increase in valance of metal ion increases

κ*which would result in larger clusters. The variation of pH of the

medium leads to changes in charge state of the residues. FCS stud-

ies[15] also show that increase in residue charges due to decrease in

solution pH leads to smaller clusters. The reduction in cluster size with

increasing Z, observed in our model system, is qualitatively consistent

with these experimental results. The system spanning aggregates will be

insoluble in aqueous phase. The minimum of solubility line in the salt

concentration at a given temperature, reported in Adachi et al.[19] can be

understood from the algebraic dependence of α* on κ*th. The experimen-

tal solubility curve is parabolic in salt concentration at a temperature.

Since α* has a maximum as a function of temperature, the algebraic

dependence implies that there is a maximum in κ*th as well.

3.2 | Mean field theory

We account for the aggregation line from a simple theoretical frame

work. The structural information of thermodynamically stable system

is given by the scattering function[40] s(q). Clustering in a system is

represented by peak at low wave vector (<q0 = 2π/R) of s(q), while for

aggregation the peak shifts to q ! 0 limit. s(q) is connected to of liquid

correlation function,[40] c(q) via s(q) = 1/[1 − ρc(q)] for a system of den-

sity ρ. The peak of s(q) corresponds to that of c(q) as well. We examine

the low q peak of c(q) from a mean field treatment. At low density, the

mean field approximation[60] c(q) ≈ − βu(q), where β = 1/kBT and u(q)

is the Fourier Transform of the interaction potential. In the mean field

approximation for our system, c(q) = Celectro(q) + Csolvo(q). Here

Celectro(q) is Fourier Transform of direct correlation function for DLVO

potential and Csolvo(q) is that for solvophobic term. This is valid for

long-ranged electrostatic potential, namely low κ. Since, the sol-

vophobicity mediated term operates till s ≤ 2Λ0, we use mean field

treatment for this term also. As q ! 0 (details in Supplemental Mate-

rial), C(q) ≈ C0 + C2q
2. Here C0 =

ffiffiffiffiffiffi
2π

p
−βα=Rð Þ c0f g−4βX ffiffiffiffiffiffi

2π
p

=κ2 ,

where c
0
is function of Λ0. C2 = (p/κ4−αg), p depends on prefactor of

DLVO potential (X), for a fixed temperature g depends on R and Λ0.

We find that C(q) has a minimum at q= 0, if C2 > 0 and a maximum

at q= 0, if C2 < 0. Hence, the condition for aggregation is C2 = 0, which

yields that α ~ κ−4.0. The mean field analysis reveals that the stability

of the aggregated phase is in qualitative agreement to that obtained

from our numerical simulation for low κ*. This is not surprising for the

mean field treatment is valid for longer-ranged potential. This qualita-

tive agreement suggests that the stability of the structures is achieved

in thermodynamic sense. However, in this analysis we overestimate

stability of the aggregated phase which could be due to mean field

nature of the analysis, ignoring fluctuations.

System spanning clusters, similar to our model, have been

observed in SALR models as well.[44,45] The contrasting feature of our

model compared to colloidal SALR models lies in attractive part of

interaction. In SALR models, the short-ranged attraction is due to

depletion of solvent molecules, also known as the Asakura-Oosawa

model depletion.[10,11] To the contrary, the range of attraction in our

model is given by radius of vapor around the particles, and is not nec-

essarily short-ranged, depending on the thermodynamic condition of

the solvent. For instance, the interfacial width of the gas-liquid

F IGURE 3 A, Distribution functions (ρ(r)) of water around
hydrophilic and hydrophobic residues of protein, black solid line;
acidic, gray solid line; basic, gray dashed; hydrophobic and black

dashed; polar residues. B, lnCs vs lnI
* plot to show cluster size

variation with ionic strength
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interface increases as the gas-liquid phase coexistence is approached,

the width being divergent near gas-liquid critical point.[27] Our model

captures qualitatively the competition between attraction between

hydrophobic parts and electrostatic repulsion in stabilizing self-

assembled structures in macromolecules with exposed hydrophobic

groups. We predict the existence of aggregation line, demarking the

system spanning clusters with finite clusters. System spanning clusters

will be insoluble in aqueous phase. Our prediction can be verified by

extracting cluster size distributions on misfolded proteins, as in

dynamic light scattering experiments.[15]

However, it is important to note the caveats: Most common end

product of misfolded protein aggregation is extended β-amyloid

fibril[61,62] having β sheets parallel to fibril axis. The model ignores shape

anisotropy and inherent roughness of the protein surface. The charge at

the center mimics the charged residues over the protein surface. The

distribution of charged sites over the molecular surface has not been

accounted for. Since the protein is represented by a rigid sphere, the

internal motions including those of the side chains have not been

included as well. The solvent effects are taken through the effective

potentials, not explicitly. Moreover, due to spherical symmetry of the

effective interactions, the clusters are also spherical. These limitations

bound us to compare our results with realistic data only qualitatively.

Quantitative comparison will require including the subtle details in the

model. For instance, ignoring the distribution of charged residues

amounts to neglecting multipole moments of the charge distribution,

which may be important for anisotropic self-assembled structures.

The simple forms of interaction in the model are likely to make it

robust, holding for a large class of systems with exposed hydrophobic

sites. There is algebraic dependence between effective parameters for

the hydrophobic and electrostatic parts, namely, α* and κ*th respec-

tively over the aggregation line. The exponent is independent of sys-

tem details, determined by gross properties, like surface tension,

compressibility, dielectric constant, the Debye screening length and

overall charge on the macromolecule and should hold in general.

4 | CONCLUSIONS

To summarize, our studies describe a model to capture stability of

nm-sized clusters over aggregation in macromolecules with solvent

exposed hydrophobic moieties. The finite clusters are stable below a

threshold value of the inverse Debye screening length and aggregates

are stable above the threshold. The experimental observations on sta-

bility of amyloid clusters are qualitatively explained by this model. Our

model may provide useful guideline to control self-assembled struc-

tures formed by macromolecules with exposed hydrophobic sites.
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